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A general theory of long range correlations in the ground state of a closed shell nucleus is outlined, 
using a number of ideas introduced or adumbrated, but not always successfully developed, in 
previous work of the authors and others. These include the following: (i) Any operator can be 
formally expressed as a series in particle-hole (p -h) excitation and destruction operators which 
should converge rapidly for a suitable choice of single-particle basis at the closed shells. By means of 
these relations and with the help of sum rules all observables can be computed without the explicit 
use of wave functions. (ii) For a fixed choice of single-particle basis, the ground state energy can be 
computed from a variational principle in which in lowest nontrivial approximation, in consequence 
of (i), the parameters are amplitudes of the same type as occur in the random phase approximation 
(RPA). The precise relation to RPA is fully detailed. (iii) The single particle basis chosen is the 
natural orbital basis of Lowdin, which presents itself as the obvious choice both for formulation of 
the dynamics and for the algorithm of solution. (iv) Though the theory deals with pairs of fermion 
operators, particular attention is paid that all Pauli principle restrictions are satisfied. (v) It is 
verified that in the perturbation limit, known results are reproduced. The method is generally 
applicable to any system for which the correlations can be viewed as particle-hole excitations with 
respect to a reference Slater determinant. 

1. INTRODUCTION 

The deviation of the ground state of doubly closed shell 
nuclei from the pure Single-particle description is 
well-documented. For instance, in the 0 16 ground state 
we note the evidence from stripping that the p-shell is 
not completely full and from pickup that the d- shell is 
not completely empty.1,2 The reasons for not leaving 
the interpretation of such experiments completely to 
the admirable, large and impressive shell model cal
culations,3,4 but rather to try to develop simplified 
pictures and models, hardly needs documentation. 

Since the paper which follows is in many ways quite 
formal, let us emphasize at the beginning that is rep
resents a mathematical formulation of the picture of 
ground state correlations as arising from the virtual 
excitation of vibrations-the tradition relating to the 
RPA (quasi-boson) theory of ground state correlations. 5 

A few years ago attention was called to certain failures 
of this theory to yield correct results in the limit of 
perturbation theory, 6,7.8 a failure tied to improper 
treatment of the Pauli principle. Satisfactory methods 
of dealing with this difficulty have been proposed,9-13 
so that we may now focus on the development of a sys
tematic method which is capable of going beyond the 
lowest approximation. 

In this paper we have given final form to a variational 
algebraic method which for the problem at hand-the 
closed shell nucleus-was suggested by Michailovic and 
Rosina14 (see also Ref. 15), and studied further by the 
present authors.l0 A number of points were however 
left obscure by the previous work. Mainly it was not 
clear how one could go systematically to a complete 
theory and also how the amplitudes which enter the 
variational principle-which look like RPA amplitudes
can differ from the latter without any inconsistency 
arising. 

From the mathematical point of view our work can be 
regarded as a practical, but nonrigorous contribution 
to the problem of calculating variationally the two-body 
density matrix. 16.17 We emphasize here only the new 
results in this paper: (i) A systematic expansion-appli
cable at closed shells-of any operator in terms of poly-
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nomials in p-h excitation and destruction operators 
which is the underlying mathematical tool of this paper 
(see also Ref. 12). This expansion should converge well 
when applied to the computation of matrix elements 
between low-lying states at the closed shell. (ii) The 
formulation of the variational principle so that the 
variational equations will have the RPA matrix struc
ture, which can now be handled by standard eigenvalue 
means.1 8.19 (iii) The use of the natural orbitals of 
Lowdin20 (for a review of their applications to atomic 
physics, see Davidson21 ), which have been reconsidered 
recently for nuclear problems. 22.23 Our use of them is 
distinct from previous ones, but is most natural in that 
it is directly suggested by their definition. (iv) The 
description of what should prove to be a practical algo
rithm for the solution of the variational equations. (v) 
Clarification of the relationship to the RPA. 

In exposing the improved results, we have gone over 
matters discussed in previous work only where deemed 
necessary. 

The importance of the problem at hand has led to the 
study of other methods of dealing with the problem of 
ground state correlations and low-lying excitations, 
some of which have already proved themselves of value. 
We shall complete this introduction with a brief review 
of other than the straight shell model calculations and 
perturbation theory. 

The most useful and versatile algebraic method so far 
developed is that of Rowe. 24.25 In application he has 
eschewed the rigid orthodoxy of which we may be 
accused by using shell-model wave functions in an 
essential way in his calculations, in order to simplify 
the application to open shell nuclei. 

Elegant, but so far only limited diagrammatic treat
ments have been developed by Ellis 9 and by Padjen and 
Ripka. 26 

We note finally the variant of the shell model-the multi
configuration Hartree- Fock method-championed by 
Faessler and coworkers27.28 and by Ho-Kim,29 which 
is a variation of the shell model. One mixes Slater 
determinants in a shell model type of calculation but 
hopes to keep the number of basis states tractable by 
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optimizing with respect to the choice of single particle 
states. 

To avoid misunderstanding, we emphasize that we deal 
exclusively with the problem: Given the model Hamil
tonian-how does one solve it to good approximation? 
We have not dealt with the problem of deriving the 
model Hamiltonian from first principles. This funda
mental aspect has been studied recently by many 
authors,30 particularly with respect to the 2-particle 
interaction (closed shell +2 nuclei). The method sum
marized by Kirson30 promises also to be useful for 
the particle-hole interaction at closed shells. 

2. STRUCTURE OF THE SPACE AND BASIC OPERATOR 
IDENTITIES 

Let us consider a system of N particles interacting via 
short range forces as described by the Hamiltonian 

where a refers to some complete set of single particle 
functions. (We have specifically in mind the application 
to the nuclear shell model at "closed shells," but the 
method to be developed applies a fortiori to a problem 
such as the long range correlations of the electron gas 
at high densities.) Here I/Iat , I/Ia are fermion creation, 
annihilation operators for the modes designated by a, 
and the numerical matrices h and V satisfy the condi
tions of hermiticity, 

h(alb) ::::h(bla)*, 
(2.2) 

V(ab I cd) = V(ed lab)*, 

whereas V is also taken in antisymmetrical form, 

V(ab led) :::: - V(ba led) = - V(ab Ide). (2.3) 

Thus direct and exchange interactions are treated on 
an equal footing, as seems most appropriate for a short 
range interaction. 

In an individual particle picture the ground state, 10), of 
our system is apprOximated by a state I <1> 0) which is a 
Slater determinant of N single-particle wave functions. 
We choose the set {a} to contain the single-particle 
states out of which I <1>0) is made up. We then split the 
set {a} into two subsets: 

{a}:::: {i}U{p}, (2.4) 

where {i} = {i ,j, k· .. } is the set of N states occupied 
in I <1>0> and {p} = {p, q, r, '" } is the set of unoccupied 
states, which together with {i} forms a complete set. 
The state I <1>0) is then characterized as usual by the 
conditions 

(2.5) 

Though we shall not carry out any formal operator 
transformations, we shall nevertheless use the custo
mary language of particle-hole (p-h) excitations sug
gested by (2.5). In addition to the state I <1>0) the com
plete space of states of our many- body system will then 
be characterized by various p-h subspaces, generated 
by the operation of tIIJtllptll;I/IJl/lil/lj ,··· on 1<1>0)' We 
are interested in a situation where the admixture of 
such configurations into the ground state is nonneg
ligible; but where we r~quire nevertheless that an indi
vidual particle picture remain valid in the sense that a 
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choice of the set {a} can be made such that the total 
probability for the excitation of II p-h pairs in the true 
ground state is a rapidly decreasing function of II. For 
our purposes we shall express this requirement some
what differently, namely we shall assume that individual 
particle and hole occupation probabilities, strictly zero 
in the limit of the Single-particle picture, remain small 
compared to unity, 

(0 II/I;I/Ip 10) « 1, 

(0 I I/Ii I/I? I 0) « 1. 
(2.6) 

We shall develop a method designed to exploit these 
inequalities, based on the following theorem: In the space 
of states characterized by 1<1>0) and P-h excitations 
built upon I <1>0)' every operator can be formally expres
sed as an infinite series in the operators (1/1;1/1;) and 
(I/I?I/Ip)' If we consider a subspace defined by limiting 
the number of p labels, the series reduces to a finite 
polynomial. 

For a concise proof and statement of this theorem we 
need a temporary change of notation. We write 

(2.7) 

and use the summation convention for repeated numeri
cal labels, where in each case the summation is over the 
subspace indicated by ±. Thus for the number operator 
we have 

il = ~ I/I}I/Ia = 1/1;(1)1/1+(1) + 1/I!(1)I/Ij1). (2.8) 
a 

If we deal with the space of N particles, this becomes 

(2.9) 

The proof of the theorem makes essential use of (2.9). 

Thus by pre- and post-multiplication, (2.9) becomes 

1/17(1) (ii - N)1/I.(2) = 1/1;(1)1/17(3)1/1+(3)1/1.(2) 

- [1/I;(1)lttJ3)] [1/I!(3) 1/1.(2)]. (2. 10) 

If it is understood that (2.10) operates in the space of 
N-particle states, n may be replaced by N - 1 and we 
thus find 

1/I!(l)1/I+(2) = - [1/I7(1)I/IJ3)] [1/I!(3) 1/1+(2)] 

+ 1/I!(1) 1/1;(3) 1/1.(3) 1/1+ (2), (2.11) 

of which the first term is already in the desired form. 

To obtain an expression for a 2p2p-operator we have 
to insert the operator (il - N) twice and get 

1/1 !(l) 1/I!(2) 1/1.(2') 1/1.(1') = il/l ;(12) 1/1 j34) 1tt !(43) 1/1 + (2'1') 

- 21/1;(123)1/1.(32'1') - il/l;(1234) 1/1.(432'1 ,), (2.12) 

where for conciseness we have introduced the notation 

(2.13) 

and similarly for the other operators. 

The h-h operators can be treated in the same way. This 
procedure can be carried further to higher and higher 
order up to NP-Nh operators where it terminates be
cause any expression having more than N destruction 
operators on the right will give a vanishing result when 
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operating on any state of the N particle system. Follow
ing the route described, a general formula can be given 
to express an np-np (nh-nh) operator by np-nh opera
tors and higher pp (hh) operators: 

1/1;(12" ·n)1/I.(n ' ·· '1 ' ) 

1 = ,1/I!(1 ... n)1/Ijn + 1··· 2n) n. 

x 1/It(2n ... n + 1)1/I.(n' ... 1') 

1 ,,' ", '\'" , , 

1 
5 jl+ 5 n+2 l 

-, L./ L./'" L./ JV2'''J n -2 
n. J' ~1 J' ~J' +1 J' ~J' +1 

1 2 1 n-2 n-3 

X 1/I!(12'" n + 2)l/I.(n + 2,n + 1,n""1') 

_ ~, ~2~~ j1j1/l!(1'" 2n -1)1/I+(2n - 1." n' " '1' ) ·l r 1 

1 
-, 1/I!(1'" 2n)1/I+(2n" 'n ' " '1'). (2.14) n. 

The prime on the sum is to indicate that it only runs 
over either even or odd integers. Similarly for h-h 
operators: 

1/Ij1'" n)1/I!'(n ' " ,1') 

1 
= ,1/I!(n + 1'" 2n)1/Ij1" 'n) n. 

x 1/I!(n ' " '1 /)1/I+(2n"'n + 1) 

x Vd1·· 'n,n + 1)1/I!(n + 1n ' " '1 /) 

6 ' .". 'P' + j1j2'" jn-2 
h+5 n+2 1 

j2~jl+1 In-2-Jn-3 1 

x 1/I-<1···n + 2)1/I!(n + 2,n + 1,n ' ·· ·1') 

x 1/I!(2n -l···n + 1,n ' " '1 ' ) 

1 - nT 1/1-<1'" 2n)1/I!(2n' "n + 1,n " "1'). (2.15) 

Successive applications of (2.14) and (2.15) allows 
expression of any pp or hh operator by a sum of pro
ducts of P-h operators. This sum will involve up to 
Np-Nh operators. If the state 1 <1> 0> is a good first 
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approximation to the ground state, the residual inter
action will primarily admix 2p-2h configurations as we 
shall see below and higher configurations will be of 
decreasing importance. This fact will render approxi
mate forms of (2.14) and (2.15) practical tools of cal
culation. 

3. APPLICATION TO COMPUTATION OF THE 
ENERGY: CHOICE OF ORBITALS 

To utilize the results just found we bring H, Eq. (2.1), 
to normal form with respect to the state 1<1>0)' This 
standard procedure yields 

H = WNO + H11 + (H20 + h.c.) + H22 + (H40 + h.c.) 

+ H22 + (1131 + h.c.), (3.1) 

where 

WNO = <<1>oIHI<1>o) =6h(ili) +~~ V(ijlij), (3.2) 
, 'J 

H 11 = - ?t (h (i Ij) + ~ V(ik Uk») 1/Ij 1/1/ 

+~(h(Plq) +'2?V(Pil qi»)1/I;1/Iq, (3.3) 

H 20 = 6 (h(Pi) + 6 V(pj lij») 1/I;1/Ii' (3.4) 
jlI. J 

H22 = 6, V(pj 1 iq)1/I; 1/Ii 1/lj 1/lqt , (3.5) 
P'qJ 

H31 = ~ 6 V(pq lir)1/I;l/Ii l/lqt l/lr 
pqrt 

+-2
1 6 V(PiUk)l/IJ1/Ik1/lj1/lit . (3.8) 

pijk 

Let us at this point make a definite choice for the single 
particle basis {a}. By far the most commonly used 
single particle states are the Hartree-Fock (HF) states. 
The fact that the latter give the best expectation value 
for the total energy does not imply, however, that they 
will also give the best expectation values of other opera
tors. Furthermore, if one wants to go beyond the inde
pendent particle description, the HF states do not pro
vide any advantages over other possible choices of the 
single particle basis. Recently, alternative ways of 
choosing a single particle basis, which have some attrac
tive and convenient properties, have therefore received 
attention. 22.23 A very useful and convenient choice for 
our purposes are the so-called natural orbitals intro
duced by Lowdin.20•21 These orbitals are defined by the 
condition that they render the single particle density 
matrix diagonal, i.e., 

PJb == <0 11/Ib
t 1/la 10) = 0aoPa (3.9) 

for all a, b E {a}. The natural orbitals yield a Slater 
determinant which satisfies the condition: 

(3.10) 

This leads to the interpretation that in the true ground 
state the occupation numbers for the states {i} are as 
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close to unity and for the states {p} as close to zero as 
possible when {i} and {p} are natural orbitals. 

Let us then choose natural orbitals as the single particle 
basis. From the defining relation (3.9) one sees that 
ii 20 will not contribute to the ground state expectation 
value of ii and that in the case of ii 11 contributions will 
only come from the diagonal part. 

The ground state expectation value of ii is now evalua
ted. Using the expansions (2.14) and (2.15), we express 
all p-p and h-h operators in (3.1) in terms of p-h 
operators up to products of four p-h operators. We 
give a few details of that evaluation since it should aid 
in the clarification of our basic assumptions. 

We utilize in (3.1) the following approximate forms 7•10 

of (2.14) and (2.15): 

(0 Il/tj l/t/ 10) = 6 (0 I (l/tj l/t ;)(l/tpl/t7) 10) 
p 

- ~ 6 (0 I (l/tjl/t;)(l/tkl/tcl)(l/tql/t,/)(l/tpl/t/) 10), (3.11) 
k.pq 

(0 Il/t;l/tq 10) = 6 (0 I (l/t;l/t;)(l/t/l/tq) 10) , 

(0 Il/t; l/tqt l/ts l/tr 10) 

= ~ ~ (01 (l/t;l/t;)(l/tqtl/tj)(l/t/l/ts)(l/t/l/tr) 10), (3.13) 
'J 

(0 Il/t; l/tj l/t,/ l/t/ 10) 

= ~ 6 (0 I (l/t;l/t;)(l/tjl/tqt)(l/tql/tkt)(l/tpl/t/) 10). (3.14) 
pq 

These relations are exact if the ground state 10) con
tains at most 2P-2h admixtures. 

To evaluate (3.11) to (3. 14), we introduce the amplitudes 

Y; (0') = (a Il/t; l/t; I 0), 

Z .(a) = (a I,',~t"'-Io) p' '+', '+'p , 

(3.15) 

(3. 16) 

where z,p are the time-reversed orbits to i,p. (In the 
purely formal steps which follow, we shall be careless 
about such distinctions and drop the bars.) We shall 
refer to the set of states I a) which occur in the defini
tions (3.15), (3.16) as 1p-1h states. This is only a 
rough and ready characterization, and it is one of the 
aims of this work to give a more precise dynamical 
characterization of these states. In the limit of a very 
weak reSidual interaction (see Sec. 8) the nonvanishing 
Yp; are 0(1), whereas the Zp; are proportional to matrix 
elements of the residual interaction. The Zp; are the 
small quantities in our theory of the ground state energy, 
and our procedure is to expand all observables in a 
power series in these quantities. 

For example, in the treatment of ii 40 we encounter the 
matrix element 

(01 (l/tJl/t;)(l/tcll/tj)lo) =6 (0 Il/t;l/t; I 0')(0' I l/tcl l/tj 10). 
a 

(3.17) 

A similar treatment is accorded all 2p- 2h expectation 
values. However, in (3.13) and (3.14) we also have 
4P-4h operators, and if our theory is to be kept Simple, 
further compromise is necessary, at least initially. 
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Consider for instance the expression 

(0 I (l/t;l/tcll/t;l/tj)(l/t/l/t/l/tsl/tr ) 10) 

= (0 Il/t;l/t:l/t;l/tj 10>(0 I l/t/l/tl l/tsl/trl 0) 

+ 6 (0 Il/t;l/tll/til/tj 11)(1 il/t/l/t/l/tsl/trlo), 
I 

(3.18) 

where the states 11) which intervene in the second sum 
can be considered roughly to comprise the 2P-2h space. 
This second sum is composed of terms of order Z2 
(I Il/t/l/tr 10')2 = 0(Z4), i.e., the average amplitude for 
finding a P-h pair in a state of the space I a) should not 
differ substantially from the average value of Z. On 
the other hand, the first term of (3.18) is 0(Z2) and if 
we confine ourselves for the moment to this approxima
tion (see below for further discussion), we have 

(0 Il/t; l/tqt l/t; l/tj l/tj
t l/t;t l/tsl/trl 0) 

= 6 Zp~(O')Yqj(O')Ys/O")Zr;(O"). (3.19) 
act' 

If we apply the results (3.17) and (3.19) to the evalua
tion of (3.11)- (3.14), we arrive at the following expres
sion of the ground state energy: 

+ 6. 6 V(pj liq)Z;;(O')Zqj(O') 
P,qJ a 

+ i 6 6 [V(pq lij)Z;;(O')Yq*j(O') 
p'qJ a 

+ V(ij Ipq)Yp;(O')Zqj(a)] 

1 - 8" 6 6 [V(pq Irs)OUOkj 
pqrs aa 
;jkl 

+ V(ij Ikl)0qrOp.] Zp~ (O')Yq*k(O')Yrj(,B)z.;({:~), 

where 

Sa = h(ala) + 6 V(ailai). 

(3. 20) 

(3.21) 

Equation (3.20) represents a simplification attendant 
also upon the assumption of natural orbitals. 

In what follows, we shall seek to minimize Wo treating 
the amplitudes Y and Z as variational parameters. We 
consider below the constraints imposed on these ampli
tudes. First we discuss briefly how one could go beyond 
the present approximation. As we have already noted 
below (3.18), the next level of approximation would 
bring in new amplitudes of the form (lil/t/ l/tr I a). It is 
idle to imagine that these could also be determined 
accurately from a ground state variational principle. 
Rather, by analogy, these should be calculated in the 
first instance from a corresponding variational prin
ciple for Wa = (0' Iii I 0') which can be formulated in 
analogy with what follows below. In a more sophisti
cated treatment, insofar as some of the amplitudes Y 
and Z occur in Wa and the higher amplitudes occur in 
WO' one is led to coupled variational principles, and to 
the extent that the coupling is important one has an 
expression of collective motion. These aspects are 
more clearly formulated in connection with specific 
applications, and we shall therefore not pursue these 
matters presently in any additional detail. 
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4. SUBSIDIARY CONDITIONS FOR THE 
VARIATIONAL PRINCIPLE 

Subsidiary conditions which constrain the variation of 
the amplitudes Y and Z are implied by the algebra of 
the P-h operators and by the Pauli principle. Con
straints arising from the algebra come from the ground 
state expectation value of the following commutators: 

[lJi/lJiq,lJi;lJi;J = OpqO;j - OpqlJi;lJi/ - O;j>J;;lJiq, (4.1) 

[lJi/lJiq,lJi/lJipJ = O. (4.2) 

If we take the ground state expectation value, the fact 
that we choose natural orbitals will make the r.h.s. of 
(4.1) diagonal. We then obtain from this equation the 
condition 

~ {Yqj(a)Y;;(a) - ZqJ(a)zp~(a)} 
ex 

= 0ij opq{1 - (OllJi;lJi;tIO) - (OllJi;lJipIO)} = O;jOpq{pi}, 

(4.3) 
where 

{pi} = 1- (0 1 lJii lJii
t 10) - (OllJi;lJipIO) 

= 1 - (L: Z:i(a)Zri(a) - ~ ~ ~ Z:i(a)YS~(a)YSk(J3)Zri(J3)\ 
ra rSR a8 '} 

- (.0 Zp*k(a)Zpk(a) - ~ .0.0 Z;k(a)Yr~(a)Yrl(J3)ZPk(J3~. 
kex klr aB 'j 

(4.4) 

It is now convenient to introduce renormalized ampli
tudes Y, z. Using a vector notation standard in the treat
ments of the RPA, the relation between the renormalized 
amplitudes y, Z and the amplitudes Y, Z can be written 
in the following form: 

x .(0') == = =.0 C1/2.X .(01), 
(

YPi(a») (YPi(a) {Pi}-1/2) 

pt *( ) Z*( ) { '}-1/2 . pt,q] q) zp; a pi a pt q) (4.5) 

where the diagonal matrix C1/2 is given by 

C 1/2 - {p '1 -1/2" " p. ,qj - t f VpqVij· (4.6) 

In terms of the new amplitudes, condition (4.1) becomes 

6 {yqj(a)y;(a) - zqj(a)z;(a)} == 0pqOij. (4.7) 
ex 

Evaluation of the commutator (4.2) gives in terms of 
y,Z: 

.0 {Yq*j(a)z;(a) -y;(a)zq*/a)} = O. (4.8) 
ex 

The commutators (4.1) and (4.2) for the p-h operators 
were of course derived by use of the anticommutation 
relations for the fermion field operators lJi t and lJi. It 
is not difficult to verify that the only other constraint 
on the amplitudes Y, Z which does not also involve addi
tional amplitudes, arises from the relation 

(4.9) 

derived from the basic anticommutator relation 
{lJip lJij } + = 0 by pre- and post-multiplication. The com
bination symmetric in P and q has been chosen in (4.9) 
because the constraints imposed by the antisymmetric 
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combination are already implied by (4.8). Evaluation 
of (4.9) yields: 

.0 {Z;(a)Yq*)(a) + Z;/a)Yq~(a) + Zq~(a)Y;/a) 
a 

Expressed in terms of renormalization amplitudes, 
(4.10) becomes 

.0 {pi}-1/2{qj}-1/2 (z;(a)Yq*j(O') + zq*j(a)y;(a» 
ex 

+.0 {Pj}-1/2{qi}-1/2 (z;/a)Yq~(a) + zq~(O')Yp*j(a)} = O. 
a (4.11) 

Besides the conditions (4.7) and (4.8) arising from the 
algebra, (4.10) is the only further condition on the ampli
tudes as a consequence of the basic fermion anticom
mutation relations for >J;t and lJi. Therefore, (4.10) may 
be viewed as a consequence of the Pauli principle and 
satisfaction of this equation assures that the Pauli 
principle is satisfied. 

For the variation, these subsidiary conditions and their 
complex conjugates will be taken into account by Lag
range multipliers. For condition (4.7) we use Lagrange 
z,nultipliers tAqj,pi' for (4.8) we use t Ilqj,pi and for (4. 11) 
Bl)pi ,qj will be used. From the structure of the sub-
sidiary conditions the various Lagrange multipliers 
have the following symmetries, 

Il pi ,qj = - Ilqj,p., 

(4. 12) 

(4.13) 

(4.14) 

Subtraction of the constraints, multiplied by the appro
priate Lagrange multipliers, will allow variations of the 
amplitudes Y and Z as if they were unconstrained. 

5. THE VARIATIONAL EQUATIONS 

The renormalized amplitudes Y * and z will now be 
chosen as variational parameters. Before we actually 
can apply the variational prinCiple we still have to ex
press the ground state energy Wo' Eq. (3.20), in terms 
of the renormalized amplitudes. Subtraction of the 
subsidiary conditions by means of the Lagrange mul
tipliers (4.12)-(4.14) then gives the following varia
tional expression: 

° {WNO +.0 (Eq - Ej ) {l} .0 zq*j(a)zq/J3) 
q) q] a6 

X (OaB -t!t {:k} Yr\(a)YTk(J3~ 

+ .0 0 __ 1_ {Pj}\/2 ~ V(pjliq)z;(a)zqj(a) 
piqj a {pi} 1/2 ~ 

+ t V(pq I ij)z;(a)Yq*j(a) + t V(ij Ipq)zq/a)Ypi(a)} 

_ ~ ~ .0 .0 V(ij Ikl) 
8 ijkl pq aB {Pl}1/2{qk}1/2{qj}1/2{Pi}1/2 

X z;Z(a)Yq*k(a)Yq/J3)zpi(J3) 

-!. .0 .0.0 V(pqlrs) 
8 pqrs ij aB {pi}1/2{qj}1/2{rj}1/2{si}1/2 

X z;(a)Yq*j(a)yrj(J3)zSi(J3) 
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-i 6,6 [Api.q/Y;i(a)Yqj(a) - z;i(a)Zqj(a) 
P,q) C( 

- 0pqOij) + c.c.] 

- i 6 6 [J..tPi.qj (Y;i(a)zq*j(a) - z;i(a)Yq~(a» + c.c.] 
P,q) ex 

- ~ pfi p [v p;,qj ({Pi} 1/;{qj}1/2 zpi(a)yq/a) 

+ {pj} 1/;{qj} 1/2 Z;j(a)yq:(a») + c.c] \ = o. (5.1) 

In carrying out the variation, there is a certain freedom 
in symmetrization of the main energy term in con
sequence of the differential forms of the constraints. 
With malice aforethought, we shall use the following 
prearrangement attendant upon (4.7): 

6 zp*;(a)o[zqj(a)] 
a 

The preference for this particular choice is that it is 
the only one which permits the transition from Eq. (5. 3) 
to Eq. (5.4) below. The proof of this is given in Sec. 7. 

Carrying out the variation in this way leads to the 
following equations in matrix notation: 

(5.3) 

The component matrices A and B will be given below. 
As we shall prove in Sec. 7, we can introduce linear com
binations of the solutions of (4.7) such that the Lagrange 
multiplier matrix becomes diagonal. With this the 
variational equations finally take the form 

(5.4) 

where 

Api,qj = {Pi}1/;{qj}1/2 [(Ep - E;)OpqOiJ + V(pjliq)] 

+ (~A)Pi,qj' (5.5) 

Bpi .qj = {Pi}1/;{qj}1/2 {t V(pq Itj) - MEq - Ej ) 

X (p Zqj(J I)Yp;(J I») - t(E p - Ei) (p ZPi(1')Yqj(J11 

-.!. 6 V(lkl)i)[ 1 (6 Ypl (I/)Zqk(J 1)\ 
8 kl {qk}l/2{pl}l/2 J' ) 
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(5.6) 

The quantities (~A) and (t,B) in (5.5) and (5.6) are the 
contributions which come from the variation of the 
quantities {Pi} 1/2. The leading contributions have their 
origin in the term (0 IH40 10) and its hermitian conjugate 
and are given by the equations 

x 1 j _1_ (0 + ° ) + _1_ (0 + ° )} 
{sk}1/2{tl}l/2 t {tl} Ii tp {sk} ki sp' 

(5.7) 

(~B)pi.qj = - 6~ 6 [V(stlkn(6 ZS*k(Y)Yt:(Y)) + c.c] 
stkl Y 

X {Sk}1/!{tl}1/2 (~(YP;(/3)Zqj(/3) + Yq/{3)ZP i({3)) 

j 1 
x ) {tl} (olj + ali + 0tq + at) 

Omitted contributions are at least 0(z3). 

Equation (5.4) has the same matrix structure as the 
RPA and as we discuss in Sec. 7, the same orthonor
mality conditions apply, namely 

(5.8) 

(5.9) 

6. SOLUTION OF THE VARIATIONAL EQUATIONS 

Let us now consider how one actually would solve the 
Eqs. (5.4). These are nonlinear equations for the 
amplitudes Y and Z * and we consequently have recourse 
to an iterative procedure. As will be shown in Sec. 8, 
the Lagrange multiplier v associated with the Pauli 
prinCiple condition (4.11) vanishes in the limit of weak 
residual interaction. To start our calculation we shall 
set it equal to zero. We chose natural orbitals as our 
single particle basis, but as is clear from the defining 
relation (3. 9), calculation of the natural orbitals re
quires knowledge of the true ground state 10). We thus 
do not actually have the natural orbital basis and have 
to start with some approximation to it. For this we 
choose a Hartree-Fock basis. Within our level of 
accuracy the residual interaction in a Hartree-Fock 
description does not admix 1p1h configurations to the 
HF ground state but at least 2p2h configurations. 
Therefore, part of the requirement for natural orbitals, 
namely 

will be well satisfied from the beginning, if we start 
with a HF basis as a first approximation to natural 

(6.1) 
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orbitals. When one goes beyond the HF limit, however, 
it is well to keep in mind that in a general calculation, 
the use of natural orbitals no longer precludes the 
admixture of some one-particle-one-hole excitations in 
the ground state wave function. The reentry of such 
components does not appear to us to be a source of con
cern since low-lying excitations of this sort will mostly 
be ruled out by parity and angular momentum considera
tions and is in any case limited by the variational con
dition. 

In the first iterative step we shall thus choose a HF 
basis and shall set all terms which are nonlinear in the 
amplitudes equal to zero. CI/2 then becomes the unit 
matrix and 

(6.2) 

(6.3) 

With this the variational equations (5.4) are readily 
solved and gives amplitudes Y~i(I) and zj;;*(I) as a first 
approximation. 

By means of a unitary transformation we can now go 
from the HF basis to a new basis which is a better 
approximation to the natural orbital basis. Namely the 
amplitudes yO and zO allow calculation of the density 
matrix elements 

-! 6 6 zO*(I)yO*(I)y (I')ZO (I') (6.4) 
2 klr II' Pk rl rl qk 

and Similarly for (0 I Ittl Ittj I 0). This density matrix can 
then be diagonalized by means of a unitary transforma
tion of the single particle HF basis. The single particle 
energies Sa and the matrix elements V(ab led) are then 
transformed to the new basis as are the amplitudes 
y~i(I) andz~i(I). Now new component matrices Al and BI 
are calculated where yO, zO are taken for the computa
tion of the nonlinear terms. The variational equations 
(5.4) are then solved with Al and BI to give new ampli
tudes y }i(I) and z};*(I). 

The procedure outlined above is repeated with diago
nalization of the density matrix and calculation of new 
component matrices A, B. The iteration is then carried 
on until self-consistency is achieved, i.e., until the 
amplitudes y and z * no longer change in successive 
iterations. 

As we pointed out before, if the true ground state is 
described in terms of natural orbitals, the admixture 
of p-h configurations to the ground state Slater deter
minant is smallest. 

This indicates that the residual interaction which effects 
this admixture, can usually be expected to be small too. 
For small residual interaction the Lagrange multiplier 
!.I goes to zero and the treatment outlined above is ade
quate. If !.I cannot be expected to be zero then one faces 
a more difficult situation. The homogeneous equations 
(5.4) involving the Lagrange multipliers !.I and A I have 
then to be solved simultaneously with the subsidiary 
condition (4. 11) ariSing from the Pauli principle, and 
the normalization condition (5.9) which in this case is 
equivalent to the conditions imposed by the algebra. A 
method for the solution of such a problem has been 
developed, but its exposition will be left to the context 
of specific applications. 
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We consider in particular the proof that (5.3) can be 
replaced by (5.4). We write the former as 

JCx(a) = T 3 :JLx(a). (7.1) 

Equation (7. 1), which emerges most directly from the 
variation is to be solved in conjunction with the sub
sidiary conditions. We are thus seeking the null space 
of the matrix JC- T 3 :JL. If we have found members of 
that space, then any linear combination of these is 
equally a member of the space. We may then ask if we 
can find a linear combination 

(7.2) 

such that x(J) is an eigenvector of the matrix :JL, i.e., 

(7.3) 

The vector x(I) must then also satisfy (5.4). 

It is easily shown that a necessary condition for the 
compatibility of (5.3) and (5.4) is that JC have the RPA 
structure, namely 

(7.4) 

and this condition, which is here satisfied, resulted 
from the symmetrization (5.2). Equation (7.4) leads, 
of course, to the famous doubling of solutions known 
from the RPA. 

The essential part of the argument proceeds now as 
follows. Except under the special circumstances where 
we have chosen an unstable starting HF solution, the 
solutions of (5.4) will be real and fall into two sets ±A I 
with associated vectors x(I) and TIX*(I). The ortho
gonality relation (5.9) follows from the equations and 
the normalization is imposed. The solutions then satisfy 
a matrix completeness relation, 

6 {x(I)xt(J) - TIX*(I)[TIX*(J))t} = T 3· 
I 

(7.5) 

But this is just a matrix version of the subsidiary con
ditions (4. 7), (4.8) and their complex conjugates. This 
then assures us of the validity of (7.2) and (7.3), i.e., 
the x(I) are indeed a choice of the x(a), in fact the 
Simplest possible choice. 

In Sec. 9, we shall investigate the relationship of the 
present formulation to the RPA. In the latter method 
the states I I) are identified with eigenstates of the 
Hamiltonian. It is therefore well to emphasize that 
there is no such imputation in the present treatment. 
The states I a) or 11) span a certain space. It is the 
same space as that of the RPA solutions, but no condi
tion that the Hamiltonian be diagonal in the excited 
subspace has been imposed. Thus the A I are not in 
general the excitation energies of the system. These 
remarks resolve a nonexistent dilemma raised in our 
previous work. 

8. THE PERTURBATION LIMIT 

In this section we show that in the limit of weak resi
dual interaction, the solutions of the variational equa
tions (5.4) indeed give the correct perturbation theory 
result for the correlation energy. As we shall see, 
this also implies that the Lagrange multipliers !.I asso
ciated with the Pauli principle condition (4.11) vanish. 
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In this limit ground state correlations, described by the 
amplitudes z, will be small. The renormalization mat
rix Cl/2 will approach unity and we have 

(8.1) 

and 
Ypi(I) ~ Ypj(I). (8.2) 

The excited states become uncoupled P-h excitations, 
i.e., 

(8.3) 

with the help of (3.15) we then find for the amplitudes 
Yp;(I) 

(8.4) 

Remembering that in this limit V is small compared 
to the single particle energies & and Z is small com
pared to Y, we find from the equation for Y in (5.4) 

(8.5) 

where we used the value (8.4) for Y. Neglecting the 
particle-particle and hole-hole scattering terms, the 
component matrix B* becomes 

Bp*;.qj = i V(ij Ipq) - i(E P - Eq - E i-E) Z;i(qj), (8.6) 

if we assume that in this limit II pi,qj = O. With (8.4), 
(8.5), and (8.6) we find from the equation for Z;i(I) in 
(5.4) 

(8.7) 

We can now verify the assumption that the Lagrange 
multiplier II vanishes in the weak limit by actually cal
culating the correlation energy. Inserting the values 
(8.4) and (8.7) in the expression (3.20) for the ground 
state energy we find to second order in V for the corre
lation energy: 

This is the correct result as given by second order 
perturbation theory. The vanishing of the Lagrange 
multipliers II pi,qj in this limit is also consistent with 
the fact that the values (8.4) and (8.7) for the ampli
tudes Y, Z satisfy the Pauli principle restriction (4.10) 
as they should. 

9. RELATION TO THE RPA EXCITED STATES 

Given the observations of the previous section, a rela
tion of the eigenvalue problem Eq. (5.4) to the RPA is 
easily stated. First we must restrict ourselves to the 
approximation (8.6) for the matrix Bp*i,qj and next we 
insert in that expression the perturbation value (8.7) 
for Z;i(qj). We thus obtain 

(9.1) 

which is the required form. This informs us that for 
weak coupling the eigenvalues, A l' will not differ much 
from the excitation energies and can for all intents 
and purposes be identified with them. 
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It is, however, unnecessary to be satisfied with this 
state of affairs. One can first construct the space of 
states I I) which are characterized by the variational 
problem and afterwards diagonalize the Hamiltonian 
in this space to find the actual excited states. This is 
so formulated that if the Hamiltonian is already diago
nal, we are dealing with Rowe's version of the RPA. 

To carry out these steps, we define a set of states I I) 
by the requirements 

11)=OJlo), 

o I I 0) == 0 == (I' I 01 I 0), 

O} =:6 [YP;(I) l/I: l/Ij - :Z;;l/I/l/IpJ. 
P' 

From (9.3) and (9.4), we obtain, using (9.5) 

oIl' = xt(I')x(I), 

0= (T1X*(I')tx(I), 

where 

If we choose 

x(I) = CX(I), 

(9.2) 

(9.3) 

(9.4) 

(9.5) 

(9.6) 

(9.7) 

(9.8) 

(9.9) 

(9.6) and (9.7) reduce to the orthonormality require
ments for the solutions of the variational problem, so 
that this chOice allows us to identify the states with 
these solutions. 

Next we construct the matrix 

(I , I (H - W) 11) 
= H (0[01" [H, On] 10) + (01[[0 11 , H], on lo)}, (9.10) 

where the symmetrization has been carried out to 
assure hermiticity. If this matrix is diagonal, it then 
gives the excitation energy. In any event, it can be 
computed from the information previously yielded by 
the solution of the variational problem and then diago
nalized to yield the excitation energies. The eigenvec
tors provide us with a unitary transformation which 
carry us from the set I I) to a set I K), such that the 
X(K) are RPA amplitudes in the sense noted above. 

A final remark: It is possible to force the lowest order 
variational problem to yield the RP A equations of 
motion, but in fact we see little advantage in doing so. 
As we have seen, for weak coupling, numerical differ
ences between the RPA eigenvalues and amplitudes 
and those of the variational problem are slight. When 
the coupling increases, deviations from the RP A can 
be serious, whereas a suitably formulated nonlinearized 
variational treatment can continue to be accurate, as we 
shall demonstrate by future example. 

·Supported in part by the u.s. Atomic Energy Commission. 
tBased in part on a thesis submitted by F. K. to the University of 
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The covariance of the conserved current equations is first proved in a direct way without using the 
transformation laws of Noether currents. Then the transformation of these currents is investigated 
and we find, when the action integral is invariant up to a divergence, a result which does not s~m 
to have been noted previously. 

1. INTRODUCTION 

The covariance problem for the conserved current 
equations under the invariance group of the action in
tegral has been recently set and treated in particular 
cases. l In this work, we generalize this result which 
was concerned separately with external and internal 
groups, and a simplified proof of covariance is given 
without using the transformation laws of currents. It 
is then shown that currents co-transform under the in
variance group in a non-trivial way. 

Let t/I (x) == (t/ll (x), .•. ,t/ll' (x» be any fields defined on 
the vector space Rm (t/I;\X) E R, t/I; is assumed to be 
twice continuously differentiable for i == 1, ... ,n) and 
£(x, t/I(x), ot/l(x» == £(x ll , t/li(x) , 0llt/li(x»' x == 
(xl, .•. ,xm) E Rm, is a local Lagrangian on this set of 
fields. We assume that £ has continuous first and 
second partial derivatives with respect to all arguments 
xll,t/lpand °llt/li' 

The action integral 

9 == r £(x,t/I(x),ot/l(x»dx, dx ==dxl"'dx m 
• n 

on an arbitrary simply-connected domain n C Rm is 
assumed to be invariant up to a divergence under a real 
r-dimensional connected Lie group G acting (on the left) 
on Rm and on fields in the following way (g E G): 

x ~ x' == f(g,x) == g'X, (1.1) 
g 

t/I (x) --7 t/I'(x') == S(g,x, t/I{x» (1. 2) 

with the group law (e is the identity of G,g,g' E G) 

x =f(e,x), g'·(g·x) == (g'g)'x, (1.1') 

t/I(x) == S(e,x, t/I(x», S(g~g'x, S(g,x, t/I{x))) 

== S(g'g,x,t/I(x». (1.2') 

for any x E Rm and t/I(x) ERn. 

Throughout this paper all expressions are assumed to 
have derivatives to a sufficient order to make compu
tations meaningful, and we use the following notation: 

J(g,x) == det(ovx' II), 

Jllv(g,x) == o"x' II, Allv{g,x) ==J{g,xr l ovx ,lI, 

"" _ 0 _ J-lv (g )'" u _ -- - II ,x vv' 
II ox'il 

where 0 is the total derivative %xll while Du ' Di' Diu 
are partial derivatives with respect to xII, t/I i' 0 II tJ.i i 
respectively; the summation convention on dummy in
dices will be used. The Lie algebra of G will be denoted 
9 ; we assume that (a s)' 1 ~ s ~ r, defines a basis of 9 
and we write for any a E g: 

<Pa (x) == [d~ f (expau, x~ u =0' (1. 3) 
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The invariance of the action inte~ral up to a divergence 
may be written en' = {g"x:x En}) 

In' £(x', t/I'l;x') , o't/I'{x'»dx' 

== In~(x, t/I(x) , ot/l(x» + 0IlRII(g,x, t/I(x»]dx. 

We bear in mind that in this definition the function £ is 
the same on both sides. The arbitrariness of n then 
implies 

£(x', t/I'(x'), o't/I'(x'» 

==J(g,x)-l[£(x, t/I(x) , ot/l(x» + 0IlRII(g,x,t/I(x»]. (1.4) 

Let us note that there is no a priari reason why the term 
R(g,x, t/I(x» should not depend explicitely on x even if £ 
does not2 ;we assume for RII the same conditions of 
continuity and differentiability as those satisfied by S. 

We now briefly review Noether's theorem in the frame
work of the previous assumptions, which are not the 
most general ones, but nevertheless the most frequently 
encountered in physics. 3 Equation (1. 4) then gives, if we 
write, assuming that a Eg , 

x* == (expau)'x, t/I*(x*) == 5 (e~u,x, t/I(x», 

J{expau,x)£~*, t/I*{x*), o!* t/I*{X*») 

- £(x, t/I(x), ot/l(x» == 0IlRII{expau,x, t/I(x». 

Differentiating this relation with respect to u for u == 0, 
after some Simplification, if we write 

j~(x) ==j~{£;x, t/I(x)o t/I(x» 

== <p~(x)£(x, t/I(x), ot/l(x» + (sai(x' t/I(x» 

- <P/{x)opt/lt(x»Dill£(x, t/I(x), ot/l(x», (1. 5) 

r~(x) ==r~(£;x,t/I(x» ==[d~RII(expau,x,t/I(X)~u=o, {I. 6) 

we get4 

0IlI~(£;x, t/I(x), ot/l(x» + (sat{x, t/I(x» 

- <pg(x)opt/li(x»{D; - 0IlDill)£(x, t/I(x), ot/l(x» == o. (I. 8) 

Thus, for those fields satisfying the Euler-Lagrange 
equations, there are conservation equations, 

0IlI~s(£;x, t/I{x) , ot/l(x» == O. (I. 9) 

Copyright © 1973 by the American Institute of Physics 1164 
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In the following, since it is sufficient to consider only 
one current, we will write a for as' 

At this point it is worth noticing that if the Langrangian 
£l(x,Ij;(x),ihj;(x» ="c(x,Ij;(x),olj;(x» + 0 L/J(x,Ij;(x», 
where the functions L/J(x, w(x» are arbitrary, is sub
stituted for £(x, Ij;(x), olj;(x» we get the same equations 
of motion. 

It is known that this possibility is not the most general 
one, see Rund4 and Edelen. 5 This implies that the cur
rent Ia(x) is not uniquely defined. In fact, if we write 

R1(g,x,lj;(x» =R(g,x,lj;(x» +A(g-l,x')L(x',Ij;'(x'» 

-L(x,Ij;(x» 

and if "c satisfies (1.4), we get by the lemma of sec. 2 

£l(x', Ij;'ex'), o'Ij;'(x') 

=J(g,x)-l[£(x,Ij;(x), olj;(x» + 0/JR/J1(g,x,Ij;(x»]. 

Therefore, we have r currents Ia{£l; x, Ij;(x) , olj;(x» 
satisfying (1.8) with £1 instead of £. An easy computa
tions shows that if L(x, W(x), olj;(x» = 0/JLIJ(x,lj;(x», the 
new current Ia(£ + L;x, Ij;(x), olj;(x» may be written 

I~(£ + L;x, Ij;(x), olj;ex» = I~(£;x, Ij;(x), olj;(x» 

+ op (cp~(x)LP(x, Ij;(x»- CP~(x)LIJ(x, Ij;(x»). 

We will prove in a straightforward way the covariance 
of equation (1.9) under the group G, that is for any g E G: 

0/JI~(£;x, Ij;(x), olj;ex» = 0 for any a E 9 

implies 

o'/~(£;x' ,Ij;'ex'), o'Ij;'ex'» = 0 for any a E g. 

After having proved in Sec. 2 the covariance of con
served current equations, we consider in sec. 3 the 
transformations of currents and first show that when 
the Lagrangian density transforms without any di
vergence, 

j~("c;x, Ij;ex), olj;ex» ~j~{£;x', Ij;'(x'), o'Ij;'ex'» 

= A~(g,x)j:d(g-l)a (£;x, Ij;ex)olj;(x», 

where g ~ ad(g) is the adjoint representation of G. This 
result does not seem to have been given in the literature 

In particular, let G = P, the Poincare grour, be the in
variance of £ and (PH)O';/J<;3' m/Jv = - mV/J' 0 ~ /1., 1.1 ~ 3 
be the usual Lie algebra basis of P. If we write 
jppex) =- TP/J~)andj~p'o(x) = JPo/J(x),one can easily 
fmd (see appendix) that if g = (b,A) E P, one obtains the 
well-known r~sult 

T'/Jl/J2(X') = If! P.,./J2 T V
l
v2ex) (1.10) 

11 1 lJ 2 ' 

and this means that under a general Poincare transfor
mation the new components of the total angular momentum 
density are a linear combination of the previous ones and of 
the energy momentum denSity. So Jeo/J (x) is not strictly 
speaking a 3-index tensor with respect to P, though as 
can be easily checked, the formula (1. 11) is consistent 
with the group structure of P. 
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When the Lagrangian density transforms according to 
(1.4), it is then shown that the current cotransforms 
according to the following law: 

I~{£ + Rg_1;x', Ij;'(x'), o'Ij;'ex') 

= A~ (g, x)I:d(g-l) a (£; x, I/I(x), iJlj;(x», 

where 

Rg(x, Ij;(x), olj;(x» = o/JRP (g,x,lj;(x». 

2. COVARIANCE OF CONSERVED CURRENT 
EQUATION 

Equation (1.8) holds for any Ij;, in particular for Ij;', 

o//i(£;x, Ij;'ex), olj;'(x» 

+ (saiex, Ij;'ex» - cp~(x)ovlj;'i(x» (Di - 0/JDi/J) 

x £ex, Ij;'(x), olj;'(x» = o. 

Substituting the variable x' for x, we obtain, with an 
obvious definition for D'i' D' i/J' 

0' /~(J~;x', Ij;'(x'), o'Ij;'(x'»+ (sai(x', Ij;'(x'» 

- CP~ ex')o' vlj;';ex'» (D'i - 0' /JD'i/J)£(x', Ij;'(x'), 0 'Ij;' (x'» = O. 
(2.1) 

We now compute (sai(x', Ij;'ex'» - cp~ex')o' vlj;' ;(x'» 
(D'; - 0' D'i )£(x', Ij;'ex'), o'Ij;'ex'» and (D'; - 0' D'. ) 
£ex', Ij;'&'), a'Ij;'(x'». /J '/J 

Equation (1.4) may be written 

£(x', Ij;'ex'), o'Ij;'ex'» 

= J(g-l,x') (£ + Rg) (g-l.x', S(g-l,x'Ij;'ex'», 

J~(g,x)o'pS(g-l,X', Ij;'ex'))), (2.2) 

remembering that Rg:(x, Ij;ex), olj;(x» = il R/J(g,x, Ij;(x». 
The differentiation of (2-2) with respect to ·,,'.,0' .,,'. . 'I' , /J'I' , 
gIves 

D'i£(x', Ij;' (x'), o'Ij;'(x'» = J(g, xt1{[D';Sj(g-1, x', Ij;'(x'))] 

x Dj(£ + Rg)(x, Ij;(x), olj;(x» 

+ J/J v(g,x)[D';o' /J Sj(g-l,x', 1j;'(x'))1 

x Djv (£ + Rg) (X, Ij;(x), olj;(x»}, 

D'i/J£(x', Ij;'(x'), o'Ij;'(x'» 

= A/J v (g,x) [D';Sj(g-l, x', Ij;'(x'»] 

x Dj v (£ + R g) (X, Ij;(x), olj;(x» 

=A/Jv(g,x)Kv(x). 

If we write 

(2.3) 

(2.4) 

KVex) = [D';Sj(g-l,x',Ij;', ex'» Djv (£ + Rg) ex, Ij;ex), olj;(x», 

the computation of 0' /JD'; £(x', Ij;'ex'), o'Ij;'ex'» will be 
based on the following leinma which will also be used 
in the next section. 

Lemma: If under the transformation (1.1) a vector 
K(x) cotransforms according to 

g 
K/Jex) ~ K'/J(x') =A/Jv(g,x)Kv(x), 

then 

o'/JK'/J(x') =J(g,xt1opK/J(x). 
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Proof: With the notations already used we may write 

0' IlK'Il(x') = J(g,x)-l [J(g,x)(ovJ(g, x)-l) 

+ J-lp I-' (g,x)opJl-'v(g,x)] 

XKV(x) + J(g,x)-l0I-'KIl(X). 

Now Jacobi's lemma6 states that if CI-'p is the cofactor 
of 0RX'il in the Jacobian J(g,x), then the following 
identities hold: 

m 

~ 0vCIlv =0, 1l=1, ... ,m. 
v=l 

But Cil p = J(g,x)r1p Il(g,x) and, therefore, 

J(g,xt1(opJ(g,x»J-1Pll(g,x) + 0pJ-1Pll(g,X) = O. 

Multiplying both sides by Jil v (g, x) and summing over Il, 
we get 

- J(g,x)ov J(g,x)-l- J-lp Il (g,x)o p JI-'v(g,x) = 0, 

which proves the lemma. 

Applying the lemma to equation (2.4) gives 

0' IlD';Il£(x', tJ;'(x'), 0'tJ;'(x'» 

= Jig, X)-loll {[D'iSj(g-l, x', tJ;', (x'»] 

x Dj Il (£ + Rg) (X, tJ;(x), otJ;(x»}. 

From this equation and (2.3), it follows that 

(D'; - 0' IlD';I-')£(x" tJ;'(x'), o'tJ;'(x')) 

= J(g,x)-l[D';Sj(g-l,x', tJ;'(x'»] 

x (Dj - 0 I-' Dj Il) (£ + R g) (x, tJ;(x) , otJ;(x» 

+ AIlv(g,x) [Djv (£ + Rg) (x, tJ;(x) , otJ;(x»] 

x (D';o'll - o'IlD';)Sj(g-l,X',tJ;'(x'». 

But it is easily seen that for any function 4> (X, tJ;(x» we 
have (D;oll - 0llD;) 4> (x,tJ;(x» = 0 and,therefore,we get 

(D'; - 0' IlD';I-')£(x', tJ;'(x'), o'tJ;'(x'» 

= J(g, x)-l[D';Sj(g-l,x', tJ;'(x'»] 

x (Dj - 0llDjll)£(x, tJ;(x), otJ;(x». 

In order to compute sai(x', tJ;'(x')) - cpg(x')o' p tJ;' ;(x') 

we first notice that if t E JR, 

(2.5) 

tsa(x', tJ;'(x'» = S(expat,x', tJ;'(x'» - tJ;'(x') + o(t). 

But if we write a' = ad(g-l) a, gives equation (1. 2') 

tsa'(x, tJ;(x» = S(g-l exp(at)g,x, tJ;(x» - tJ;(x) + o(t) 

= S(g-l, (expat)g'x, S(exp(at)g, x, tJ;(x))) - tJ;(x) + o(t) 

= S(g-l,x' + tCPa(x') + o(t), tJ;'(x') 

+ tsa(x' ,tJ;'(x'» + o(t» - tJ;(x) + o(t) 

= tD' Il S(g-l,x', 1JI'(x'»cp~(x') 

+ tD~Sj(g-l,X',tJ;'(x'»sai(x" tJ;'(x')) + o(t), 

from which we get 

sai(x', tJ;'(x'»D';S/g-l, x'tJ;'(x')) 

= Sa'j(x, tJ;(x» - cP~(x')D'IlSj(g-l,x'tJ;'(x'». (2.6) 
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(2.7) 

Then, using relation (2.7), we get 

cP~(x')o' Il tJ;';(x') = cp~, (x')[DvS;(g, x, tJ;(x» 

+ (D~;(g,x,tJ;(X)))oVtJ;K(X))]. (2.8) 

From the Eqs. (2.6) and (2.8), we have 

[s ai(x', tJ;' (x'» - CPg (x')o' p tJ;'i(x')] D'iSj (g-1, x', tJ;' (x'» 

= Sa'j(x, tJ;(x» - cpg,(x)o p tJ;j(x) 

- cpg,(x)[Jpo(g, x)D~ Sj(g-i, x', tJ;'(x'» 

+ D pSM,x, tJ;(X»D'iSj(g-l, x', tJ;'(x'))]. (2.9) 

To get this equality, we used the relation 

[D';Sj(g-l, x', tJ;' (x'»] DKSi(g, x, tJ;(x» = 6jK, 

obtained from the derivation with respect to tJ; K of the 
identity 

But applying D p to this identity gives 

D'oS(g-l, x', tJ;'(x'»J" p (g,x) 

+ [D'iS(g-l, x', tJ;'(x'»] DpSi(g,x, tJ;(x» = 0, 

and this supplies an obvious Simplification of (2. 9) (the 
term between the square brackets is zero): 

[Sai(X', tJ;' (x'» - cpg (x')o' p tJ;'i(x')] D';Sj(g-l, x', tJ;' (x'» 

= Sa'j(x' tJ;(x» - cp~,(x)optJ;j(x)' (2.10) 

Finally, from (2.5) and (2.10), we get 

[sai(x', tJ;'(x'» - cp~(x')o' p tJ;'i(X')] 

X (D'i - o'IlD';Il )£(x', tJ;'(x'), o'tJ;'(x'» 

= J(g,xr1[sa';(x' tJ;(x» - cpg,(X)OptJ;i(x)] 

x (D i - 0llDi ,) £ (X, tJ;(x), otJ;(x», 

so that by (2.1) 

J(g,x)o'IlI~(£;x', tJ;'(x'), o'tJ;'(x'» 

+ (sa'i(x, tJ;(x» - cpg/x)op tJ;;(X»(Di - 0llDill ) 

x £(x, tJ;(x), otJ;(x» = 0 • 

(2.11) 

If we observe that equation (1. 8) holds for any a E 9 
and in particular for a', we have 

0' ,..I~(£;x', tJ;'(x'), o'tJ;'(x'» 

= J(g,x)-lollI~,(£;x, tJ;(x), otJ;(x». (2.12) 

This clearly proves the covariance of the r equations 
(1. 9). Let us notice that this proof does not need any 
knowledge about transformation laws of the current 
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under the group G, and it is more general than the one 
previously given l • Of course, the same proof is valid, 
if we have la(£ + L;x, W(x)aW(x» instead of 
la(£;x, W(x), aW(x». 

3. TRANSFORMATION OF THE CURRENT 

A. First case R(g, x, 1/J (x)) = 0 

Let us first investigate how the various terms of I a = j a 

cotransform under g E G. The transformation of the 
first term in (1. 5) is written, according to (1. 4) and 
(2.7) 

£(x', W'(x'), a'W'(x'»cp a(x') = A(g,x)£(x, W(x), aW(x»cp a·(x). 
(3.1) 

For the second term in (1. 5), according to (2.4) and 
(2.10), we have 

[sai(x', W' (x '» - cpg (x')a' p w i(x') ]D'ill £(x' , W' (x'), a 'w'(x'» 

= AIlI/(g, x)[ sa'i(x, w(x» - cp~.(x)a p Wi (x)] 

(3.2) 

So that with obvious ·matrix notations 

j a(£;x', W'(x'), a'W'(x'» = A(g, x)ja'(£;x, W(x), aW(x». 
(3.3) 

Of course, this transformation makes it easy to prove 
in another way the covariance of (1. 9), by the lemma 
of sec. 2: 

a' ~~(£;x', W'(x'), a'W'(x'» 

= J(g, x)-la ~~(£; x, W(x), aW(x». 

Let us notice that (3.3) implies j a (£;x; W'(x'» = 
s 

A(g, x)ad (g-l )tsjat(£;x, W(x), OW(x», i.e., if we let tA be 
the transposed matrix to A, 

j(£;x', W'(x'), a'W'(x'» 

= (A(g, x) 1)9 td(g-l»j(£; x, W(x), aW(x». 

B. Second case R(g, x, 1/J(x)) =/; 0 

Let us first discuss the properties of the function 
Rg(x,W(x), aW(x». Two consecutive transformations 
performed on x and on the fields W(x) lead to 

g, g"" (') x ~x =g'x ~x =g'X = gg 'X, 
g g' 

W(x) ~ W'(x') = S(g,x, W(x» ~ W"(x") = S(g'g,x, W(x». 

Besides, with Eq. (1. 4) the computation of 
£(x", W"(x"), a/ax"W"(x"» carried out in two different 
ways gives 

Rg.(x', W'(x'), a'W'(x'» 

= J(g, xt1{fig'g - Rg)(x, W(x), aW(x». (3.4) 

This relation gives for the Lagrangian £ + R h' h E G, 
the following transformation law 

J(g, x)(£ + R h)(x', W'(x'), a'W'(x'» 

- (£ + R h)(x' W(x), aW(x» 

= (R hg - R h)(x' W(x), aw(x», 
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and for the two consecutive transformations mentioned 
above 

J(g',x')(£ + Rh)~'" w"(x"), a:" w"(x"») 

- (£ + R h)(x', w'(x'), a'w'(x'» 

= J(g,xtl(R hg'g - R hg)(x, w(x), aw(x». (3.6) 

We now consider the various terms of la' An easy com
putation gives for j a(£;x', W'(x'), a'W'(x'», instead of 
equation (3.3) 

j a(£;x', W'(x'), a'W'(x'» = A (g, x)ja'(£ + Rg; x, W(x), aW(x» 

[we have used Eq. (2.10)] and, therefore, according to 
(3.5) 

= A(g,x)ja'(£;x, w(x) , aW(x». (3.7) 

Equation (3.6) with the help of the lemma then shows 
that 

J(g', x')(£ + R g-l)~'" w"(x"), a:" w"(x"») 

- (£ + Rg-l)(x',w'(x'), a'w'(x'» 

= 0'11 (A1I1(g,x)R"(g-lg'g,X , w(x))) 

and this gives 

r (£ +Rg_l;X',W'(x'» = A(g,x)ra'(£;x, W(x». 
a 

Using (3.7) and (3. 8), we finally get 

(3.8) 

=A(g,x)la'(£;x, W(x), aW(x». (3.9) 

This transformation is easily seen to be consistent with 
the group structure of G and, as in subsection A, may be 
written 

l(£ +Rg_1;x', W'(x'), a'W'(x'» 

= (A(g,x) 1)9 td(g-l»l(£;x, W(x), aW(x». 

Remark: The explicit computation of la(£;x', W'(x'), 
a'W'(x'» gives 

la(£ ;x', W'(x'), a'W' (x'» = A(g, x)[la'(£;x, W(x), aW(x» 

+ M(a,g,x, W(x), aW(x» + C(a,g,x)], 

where 

Mil (a ,g, x, W(x), aW(x» 

= ap(Rp(g,x,W(x»CP~.(x) -RII(g,x,l/J(x»cpg.(x» 

and CII(a,g,x) which does not.depend on l/J is diver
genceless. 7 

4. CONCLUSION 

The first part of this paper can be summed up in the 
following theorem: 

Let us agree to call the equations allj~(x) = 0 and 
a~~(x) = sa(x), respectively, conservation equations 
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(more correctly, continuity equations), partial con
servation equations when sa(x) = 0 /.Ir~(x), and noncon
servation equations in other cases. Let G be an r
parameter Lie group and £(x, lj;(x), olj;(x» be a Lagran
gian density on fields lj; (x). Then we have 

Theorem: If G is an invariance group for the action 
integral, i.e. if £ transforms like a scalar density: 
£(x, lj;(x), olj;(x»dx = £(x', lj;'(x'), o'lj;'(x'»dx' if £ is form 
invariant (up to a divergence), there exist r conservation 
equations (r partial conservation equations) covariant 
for G transformations. 

In the second part we obtained transformation laws of 
currents when £ is form-invariant up to a divergence. 
As stated in the introduction, it does not seem that these 
last results were noticed before and the particular case 
considered in the Appendix is worth studying. 

Now, it is well-known (see for instance Ref. 8) that one 
can obtain (partial) conservation equations under some 
transformations not necessarily belonging to a group, 
without having form invariance (up to a divergence) of 
£(x, lj;, olj;). This result together with the previous 
theorem suggests the following conjecture: 

Conjecture: If a (partial) conservation equation is 
covariant under a group G, then the Lagrangian density 
£(x, lj;(x)olj;(x» is form invariant (up to a divergence) 
under G. 

Notice that such a conjecture is not true for the Euler 
equations. For instance, let E be the set of solutions of 
the Euler-Lagrange equations (assumed to be linear 
and G be the infinite group defined by endowing E with 
a module structure. Then of course, the Euler-Lagrange 
equations are covariant for the transformations lj;(x) 
lj;'(x) = lj;(x) + lj;;(x), lj;;(x) E E, but £ is not an 
invariant. 

More generally, if no assumption is made about the 
transformation of the Lagrangian density £ under G, 
we obtain a nonconservation equation 0/.lj~(x) = sa(x) 
so that the previous conjecture can be extended in the 
following way: 

Conjecture: If the action of a Lie group G on the 
variables of a Lagrangian leads to nonconservation 
equations, these equations are not covariant under G. 

Let us, for instance, consider Touschek's group G T , 

acting on a Dirac spinor: 

A E JR.. 

The Lagrangian density for Dirac field is 

so that an infinitesimal transformation of G T leads to a 

which yields the nonconservation equation 

only covariant under G T for m = O. 

Some interesting attempts were made 9 to justify, in 
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weak interactions, the nonconservation equations intro
duced in a phenomenological way: 

0/.lP/.l(x) = Rrp(x), R = Cte 

or, in the presence of an electromagnetic field 10 F/.Iv 

0/.lP/.l(x) = krp(x) + (e2/41T)E/.IVCX8F/.Iv(x)Fcx8(x), 

where rp(x) is the pion field and PI' (x) the axial vector 
P/.I(x) = ij;(x)y/.ly5lj;(x), lj;(x) belonging to a multiplet of 
5U(2) or to a super multiplet of SU(3). This was obtained 
with an appropriate Lagrangian density together with the 
generalized Touschek group: 

lj;(x) -7lj;'(x) = eiA.jTjy5lj;(x), Aj E JR., 

where Tj denotes a basis in the Lie algebra of 5U(2) or 
5U(3), provided either with a special transformation on 
rp(x), or with the introduction of a new field (Schwinger'S 
a model11 ) of course, these nonconservation equations 
are not covariant. 

Thus, as a general result, since noncovariant equations 
have a limited interest in physics, if both previous con
jectures are true, it might be difficult to justify the 
actual phenomenology used in weak interactions on 
theoretical grounds. 
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APPENDIX: THE CASE OF THE POINCARE GROUP 

The Lagrangian £ is assumed to be Poincare invariant, 
Le.,x E M (Minkowski space) transforms into 
x' = 1\.x + b = g'x and lj;(x) cotransforms according to 
a finite-dimensioI@1 representation 5 of 5L (2, C): 
¥-'(x) -7lj;'(x') = 5(1\.)lj;(x) [where we write g = (b, 1\.), 
1\. E 50Q(3, 1), b E M and ±J\. -7 1\. the homomorphism 
(1/2,1/2) : 5L(2, C) -750 0(3,1)], then 

£(lj;'(x'), o'lj;'(x'» = B{lj;(x), olj;(x». 

We denote by <P the Lie algebra of P. It is the semi
direct product of the Lorentz Lie algebra -10(3, 1) bya 
four-dimensional commutative ideal <Po; if a E <P we 
can write a = W + O! with O! E <P 0' W E -10 (3.1» We identi
fy w with a matrix of order 4, O! with a 4 -vector and 
(P/.l)0'"/.I"'3,m/.l v = - m VM will be the usual basis of <P 
(m ij , i,j > 0 corresponding to rotations and to boosts 
along xi). 

If a = O! = O!epp E <Po according to (1. 5) we get 

j1fx(x) = - O!pTP/.I(x), 

where 

TPfl(x) -=0 - j~p(x) = ° Pl/J i(x)D ifl £(lj; (x) , olj;(x» 

- gflP£ (lj; (x) , olj;(x» 

and, if a = w = twpompo' we get in the same manner 

j~(x) = tWpoJPOfl(X), Jpofl(x) =j':"po(x) 

= (Mpolj;(x»iD;fl£(lj;(x) , olj;(x» + xPTofl(x) - xOTP/.l(x), 

where we have denoted Mpo = [d/du5(expUm po)]u=0' 
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The formula (3.3) then gives, if g = (b, A) E P, 

j~U(x/) = - T'll U(x/) = All rJP ad(g-l)PV(X) , 

so that 

T'IlU(X/)= AllpAllaTPo(x). 

For the angular momentum denSity, if we write 

. 'Il 1--/) = J'POIlI •• /) Jmpa~ ~ , 

we obtain again from formula (3.3), remembering that 

J'Il Up(x
/
) = AP a(j~-lmIlU A(x) + j~-lmIlUb(x))' 

A straightforward computation, using the relation 

A-1mIlUA = AllpAvamPo, 

finally gives 

J '1l11l21l3 (x') = AIl3 [Alll A 112 J Ul u2u3(X) 
U3 Vl V 2 

_ (Alll bll2 _ AIl2 blll)Tu2113(x)]. 
U2 Uz 
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The statistical mechanics of a collection of parafermi harmonic oscillators considered as a canonical 
ensemble is examined. The factorization property of the corresponding partition function selects the 
representations of the parafermi ring allowed to furnish the energy levels of the oscillators. While the 
representations corresponding to Green's ansatz are in an obvious way perfect candidates, it is shown 
however that, contrary to expectations, they do not exhaust all the possibilities. The general 
conditions on the representations are given and special families of representations are outlined. 

I. INTRODUCTION 

Following the classic work of Green, paraquantization 
has received special attention. 1 The representation of 
parafermi rings for an arbitrary finite number of de
grees of freedom has been completely worked out by 
Ryan and Sudarshan. 2 They have shown that a parafermi 
ring for v degrees of freedom is realized by the repre
sentations of the orthogonal group Bv in 2v + 1 dimen
sions. In particular, the Green ansatz of order P is the 
pth Kronecker power of the fundamental spinor repre
sentation va of B v' For p = 1, we get the standard fermi 
system represented by va of dimension 2v; this repre
sentation is, of course, irreducible. 

For p> 1, the Green ansatz does not furnish irreducible 
representations. In a sense the Green ansatz for a 
parafermi system of order p may be thought of as a 
fermi ring with v· p degrees of freedom with a "hidden" 
label which can take on distinct values. This may be 
seen in the original construction of Green. 1 

It is therefore not surprising that if we are to consider 
the statistical mechanics of a system of parafermi 
oscillators realized by the Green ansatz no Gibbs para
dox3 arises: The partition function for v = v1 + v2 non
interacting oscillators at any fixed temperature (3-1 

equals the product of the partition functions for v1 oscil
lators at the same temperature (3-1 and that for v2 oscil
lators. The entropy in this case is thus simply additive. 

It is therefore relevant to ask what are the general re
quirements on the representations of the orthogonal 
group realizing the parafermi oscillator system for 
which statistical mechanics can be studied without the 
Gibbs paradox arising. We propose to investigate this 
question in this paper. Specifically, we consider a col
lection of v parafermi harmonic oscillators, the energy 
levels of which being given by some representation of 
the parafermi ring involving v degrees of freedom. As a 
canonical ensemble, this system is seen to be in equilib
rium with a heat bath at a given temperature. If we con
sider this system as constituted by two separate sub
systems, then the partition function of the whole sys
tem can be expressed as the product of the partition 
function of the two subsystems. This factorization prop
erty of the partition function will select the representa
tions of the parafermi ring allowed to describe the v 
parafermi harmonic oscillators. 

As mentioned above, one can see easily that the repre
sentations corresponding to Green's ansatz are perfect 
candidates. But in this case the system under consider
ation is essentially of Fermi type since it looks like a 
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collection of v . p Fermi harmonic oscillators, p being 
the order of the Green ansatz. If the only solutions were 
given by Green's ansatz, no system of "essentially 
parafermi" oscillators should exist. It is worthwhile to 
see whether or not Green's ansatz furnishes the only 
representations compatible with the factorization prop
erty of the partition function. 

In the next section, we show that indeed Green's ansatz 
leads trivially to possible solutions. Then, in Sec. m 
we give a general treatment, and it is seen that in fact 
there exists representations distinct from Green's 
ansatz for which the factorization property of the parti
tion function holds. As an illustration, some examples 
are investigated. In the last section, we summarize our 
results. 

II. SYSTEM OF PARAFERMI HARMONIC 
OSCILLATORS 

A collection of v parafermi harmonic oscillators is de
fined through the hamiltonian 

1 v 

H = -2 :6 wk(a~ak - aka~), 
k=l 

(11.1) 

where a; and ak are creation and annihilation operators 
satisfying the parafermi commutation relations 

[[ak, aj], aj]=2/iljak, (11.2) 

[[ak,al],aj]=O (11.3) 

for all j, k, /=1,2, ... , v. 

From the representation theory2 of parafermi rings, we 
know that the representations of the operators are ob
tained by means of the isomorphism between the Lie 
algebra of the orthogonal group Bv in 2v + 1 dimensions 
and the Lie algebra generated by the operators 

Q-k=a.,., 

together with 

N.k=dQ.k,Q.k]' N.k,.k.=[Q.k,Q.",], k*k'. 

(II.4a) 

(I1.4b) 

(I1.4c) 

We use here the standard basis of the Lie algebra of Bv 
for which the Hk are diagonal in the adjoint representa
tion. In other words, each unitary representation of Bv 
leads through (11.4) to a representation of the parafermi 
ring (generated by the ak and their adjoints a;). 

Using (I1.4a), the Hamiltonian (n. 1) reads 

Copyright © 1973 by the American Institute of PhYSics 1170 
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(II. 5) 

the operators Hk being a complete set of commuting 
operators which generate a maximal Abelian subalgebra 
of B . Thus from the definition of the partition function 
of a vcanonical ensemble, we see that the partition func
tion of the v parafermi harmonic oscillators Z(f3, v) 
.takes the form 

(II. 6) 

in some representation of Bv' 

Let us denote by (v) the system of v parafermi harmonic 
oscillators and consider two systems (VI) and (v2 ) both 
in equilibrium with a heat bath at a given temperature 
T. Then, from the additivity of the entropy, 3,4 one de
duces that the partition function of the system (VI + v2) 

is the product of the partition functions Z(f3, VI) and 
Z(f3, v2 ) of (VI) and (v2 ), repectively, that is 

Z(f3, VI + V2) = Z(f3, VI) x Z(f3, V2). (II. 7) 

This factorization property will select the representa
tions of the parafermi ring capable of describing the 
system of V parafermi oscillators. 

As a particular case, let us consider the ensemble of V 

Fermi harmonic oscillators. The corresponding repre
sentation of Bv is the fundamental spinor representation 
v~ in which the eigenvectors of the Hamiltonian (I. 1) 
reads I ± ~, ± ~, ••• , ± ~ >, where the plus and minus 
signs are arbitrarily distributed, the labels ± ~ refer
ring to the eigenvalues of the Hk defined in (II. 4a). 
Hence using the definition (II. 6) of the partition function, 
its expreSSion reads 

Z(t3, v) = 2v TI coshBwk , 
k.l 

which shows that, in fact, the partition function factor
izes entirely, each parafermi harmonic oscillator being 
in the fundamental spinor representation 1 ~ =- 1 Dl /2 of 
0(3). Since the Green ansatz of order p is given by the 
Kronecker product [v~)P, it immediately follows that 
Green's ansatz leads to the factorization of the corre
sponding partition function. 

So, the representations corresponding to Green's 
ansatz are in an obvious way solutions for our problem. 
We shall show in the next section that in fact the com
plete factorization of the partition function into the pro
duct of the "particle" partition functions is a necessary 
condition. 

III. GENERAL TREATMENT 

Let us investigate the consequences of the factorization 
(II. 7) of the partition function. A representation vl+V2D 
of the system (VI + v2) being given, we denote by I L > 
the eigenstates of the corresponding Hamiltonian (II. 1) 
with L = (lu 12"", 1Vl+v)' 1k being an eigenvalue of H k• 
The energy of the state I L > then reads 

Likewise, let I Ll > and I L2 > be the eigenstates of the 
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Hamiltonians of the systems (VI) and (v2), respectively. 
Since the Hamiltonian of the whole system is simply the 
sum of the Hamiltonians for each subsystem, to the 
state I L > there corresponds two states I Ll > and I L2 > 
such that Ll = (11, 12, 0 •• , 1Vl) and L2 = (7vl+1O ... , 1V1 w). 
But the factorization property (II. 7) written in the form 

Z(f3, VI + v 2) = L: L: exp[ - f3(E L + E L
2
)]' (III. 1) 

Ll L2 1 

where the summations on Ll and L2 are independent, 
shows that, conversely, to the states I Ll > and I L2 > 
there corresponds a state I L > such that L = (L1O L 2). In 
other words, the weight space of the representation 
VI +V2D must be the direct product of the weight spaces of 
the representations vlD and v2D of the system (VI) and 
(v 2 ). This property can be recasted in terms of char
acters. Indeed, let VI W2X be the character of the repre
sentation VI +v2D. It is defined5 by 

V1+V 2X(cf>1O cf>2' ••• ,cf>vl+V2) 

= L: exp[i(llcf>1 + 12cf>2 + ... + 1Vl+V2cf>vl+V2)] 
( 11, 12, ••• , IVl +V2) 

(III. 2) 

with cf> i E [0,2111 It then follows that vl+"2X can be written 
as 

The right-hand side is seen to be the product of the 
characters vlX and v2X of the representations VID and v2D. 
We thus have 

V1+V2X (cf>1O ••• ,cf>v1 +v) = VIX(cf>H ••• , cf> vl) 

xV2X(cf>vl+H"" cf> vl+V)' (III. 3) 

Therefore, the factorization property (II. 7) is equivalent 
to the factorization (III. 3) of the character of the repre
sentation "1+V2D describing the whole system. From 
(III. 3) we deduce easily that the character Vl+ V2X factor
izes entirely into the product rr~~?+V21x(cf>k) in which IX 
is the character of the representation 1 D describing 
each parafermi harmonic oscillator. But then the par
tition function Z(f3, v) factorizes entirely, namely, 

(III. 4) 

Z k(f3) being the partition function of the kth oscillator. 
This result is not surpriSing since it shows that the 
factorization property (II. 7) is actually independent of 
the choice of the two subsystems (VI) and (v

2
) as it was 

expected. 

Finally, the system of V parafermi harmonic oscillators 
will be conveniently described by the representation V D 
such that their corresponding character "X can be writ
ten as 

(III. 5) 

IX being the character of the representation 1 D of 0(3) 
which gives the energy levels of each oscillator. In fact, 
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Eq. (III. 5) gives a way to construct the representations 
VD if we know the representation lD for each oscillator. 
Therefore, a representation lD and its character IX 
being given, we have to see if the product n~=llX(cf>k) is 
either a character for some representation VD of Bv or 
not. 

First of all, let us note that if we consider a represen
tation lD which contains both integer and half integer 
spins, then the product n~=llX(cf>k) will not be a character 
for Bv' Indeed, we know that a character Vx of Bv reads 

VX(cf>u' •• ,cf>J = L; exp[i(jlcf>l + ... + jv cf> v) ], (III. 6) 

where the components A,j2"" ,jv of the weights are 
either all integers or all half integers. But Eq. (III. 5) 
tells us that A,j2"" ,jv are, in fact, the weights con
tained in IX so that IX must contain either integer or 
half integer spins. 

So we define 1 D as 

(III. 7) 

where 1 D denotes the irreducible representation of spin 
j of 0(3), a, being its multiplicity and E is 0 or ~ accord
ing to whether we are considering integer or half-in
teger spins, respectively, l being the highest spin in lD 
assuming al;O O. The character IX of lD reads 

I 

lX(cf» = L; ckcoskcf> 
k=e 

with 
I 

ck=2L;a, if k;a.10r k=E=t, 
,=k 
I 

co=L;a. whenE=O. 
'=0 J 

(III. 8) 

In order to identify a character of Bv with the product 
(III. 5), let us consider its general expression recalling 
that a finite-dimensional unitary representation of Bv is 
fully reducible, that is, of the form 

vD= L; a'k} vD'k}' 
Ik} 

(III. 9) 

where vD'k} denotes the irreducible representation of Bv 
with highest weight 

(III. 10) 

ku k2' ••• , kv being either all integers or all half in
tegers. From (III. 9), we see that the character Vx of VD 
reads 

v (cf> cf» ~ A'k}(cf>l, ••• ,cf>v) 
Xu' •• , v = L.J a'k} A (cf> cf» , 

(k) 0 U"" v 
(III. 11) 

where 

(III. 12) 

is the simple character of Bv corresponding to the rep
resentation vD(k}' A(k} and Ao being alternating ele
mentary sums6 (A. E. S.) corresponding to the highest 
weight {k} and to the weight {o, 0, ... ,O} of the identify 
representation, respectively. Let us recall that an 
A. E. S. of Bv is given by 
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A1k}(cf>u ••• ,cf» = L; P«(J) sinla1 cf>1 sinla2cf> 2 ••• sinlavcf>v' 
aE'Sv 

where Sv is the permutation group of v objects, P«(J) the 
partity of the permutation (J, and II = kl + V + ~ - i. 

In order to satisfy Eq. (III. 5), we have to prove that 
the quantity 

(III. 13) 

where IX is given in (III.8), is a sum of A. E. S. with 
positive coefficients. A simple but lengthy computation 
shows that the quantity (III. 13) is indeed a sum of 
A. E. S. Let us indicate the proof: From the expression 
of Ao(cf>u ••• , cf>J and Eq. (III.8), we get 

1 I 

A(cf>u' •• ,cf>J = 2v L; c c '" c L P«(J) 
h,j2, •.. "v=e il '2 'v aE'Sv 

with rl=v+t-i. 

After some algebraic manipulations, we get the follow
ing results: 

II, I, "" I} 

A(cf>u"" cf»= L a'k}A(k}(cf>l"'" cf>J, 
'k}=( e, e, ••• , e} 

(III. 14) 

where the coefficients a(k} expressed in terms of the a, 
occurring in the representation (III. 7) of each oscillator 
are given by 

2V+kr l-aj 

a(k} = L P«(J) IT L; a'i' (III. 15) 
I1E Sv 1=1 ii= Ik i +al-i1 

Therefore from Eqs. (III. 14) and (III. 12), the repre
sentation of Bv we are looking for is seen to be 

(/,1, ••• , n 
VD= L; a(k) vD(k} 

I k}=(e, e, 00', e} 

(III. 16a) 

provided of course that the coefficients a(k} given in 
(III. 15) are all nonnegative. This is the only condition 
the a, introduced in (III. 7) must fulfill. 

In the following subsections, we shall investigate suc
cessively the case for which the representations of the 
parafermi ring involving v degrees of freedom are ir
reducible, the case for which the representations are 
given by a "sum" of Green's ansatz, and finally the 
most general representations. 

A. Irreducible representations 

In this case, following our notation, the representations 
of Bv are denoted by vD(k} where {k}.is defined in (III. 10). 
From Eq. (III. 16a) we see that if this representation 
satisfies the factorization condition (III. 5), then it must 
be characterized by the weight {k}={l, l, .•• ,l}. Indeed 
from (III. 15), we deduce that 

all, I,. 00, I} = tt;, (III. 16b) 

and since we assumed that al;O 0, this coefficient does 
not vanish so that in (III. 16a) the representation 
vD'I,I,oo.,1} appears in any case. But since we assume 
VD irreducible, al must be equal to 1 and all the coeffi-
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cients a{k) with {k}*{l, l, ... , l} must vanish. Let us 
compute the coefficients all. Z ••••• Z.k) with E ~ k < l. From 
(Ill. 15), we get 

(Ill. 17) 

These coefficients vanish if a" = ° for E ~ k < l, which 
means that the representation lD(Ill.7) is irreducible 
and contains the spin l. So, at this stage the represen
tations VD and lD are seen to be 

VD-VD lD- 1D = fl. Z ••••• n' = z· 

If we now look directly at the factorization condition 
(Ill.5), we see that the restriction of VD to 0(3) must be 
a multiple of the representation lD. USing the branching 
theorems which give the reduction of an irreducible 
representation of Bv in terms of irreducible represen
tations of B v_u one can be easily convinced that the re
striction of vD to 0(3) will be a multiple of the repre
sentation 1 D only in the case l = t for which we have 

VD=VA_ 2V1D1/2; 

in other words, only for the fundamental spinor 
representation. 

Thus the result is the following: If we are conSidering 
irreducible representations for a parafermi ring, then 
the only representation satisfying the factorization con
dition corresponds in fact to a Fermi ring. 

B. Green's ansatz 

In this section, we investigate the case for which the 
representation vD is given by a "sum" of Green ansatz, 
that is to say, 

n 

VD= L; O! .[vA]pi, 
i=l I 

(m.18) 

where O! i is the multiplicity of the Green ansatz of order 
Pi' the order being either all even or all odd and such 
that 

Pi <P2<··· <Pn• (m.19) 

The character of the representation (m. 18) reads 
n 

vX( cf>u ••• , cf> v> = ~ O! /[vX{l 12.1/2 ••••• 1/2)( cf>u ••• , cf> v>Pi. 
1::1 

(Ill. 20) 

Using the factorization property of the fundamental 
spinor representation we get 

(m.21) 

from which we deduce 

n 

VX(cf>, 0, ..• ,0) = L; O!i2P;-l[lX1/2(cf»]pi. 
/=1 

(m.22) 

From the factorization condition (Ill. 5), it is easily 
derived that the character lX for each oscillator must 
be of the form 

n 

lX(cf» = L; J3i[lX1/2(cf»]P;, J3n*O, 
;=1 

(Ill. 23) 

so that the factorization condition reads 
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(m.24) 

Via (m.19), we see that the simple character l XPn/2(cf>1) 
will appear on the right-hand side of (Ill. 24) with the 
coefficient 

(Ill. 25) 

and on the left-hand side with the coefficient 

(Ill. 26) 

Identifying these coefficients, we get 

(m.27) 

13 i = ° for i < n; 

by using again the fact that in [lXl 12(cf> J)]pn the simple 
character l XPn 12(cf> j) appears only once. 

Hence, it follows from (m.23) and (m.27) that each 
oscillator is described by a representation which con
tains only the Green ansatz of order Pn and so is the 
representation for the whole system. 

c. General case 

Let us go back to the general treatment we gave at the 
beginning of this section. We shall show that there 
exists representations other than Green's ansatz which 
are compatible with the factorization condition. 

Let us define the polynomials P{k)(X"", ,XZ_1) of l 
variables by 

with x z= 1. 

Then the coefficients (Ill. 15) occurring in the repre
sentation VD (m. 16a) are given by 

a{k) = a~P{k)(x" ••. ,x Z-l) 

with 

xi=a/al' i=E, ... ,l-l. 

(m.29) 

Our problem is to find the sets of nonnegative rational 
numbers (x" ••. ,XZ_1 ) for which all the polynomials P{k) 
are nonnegative. Then if we choose az to be the least 
common multiple of the denominators of the rational 
numbers (x" ... ,Xl_i), it follows that we obtain a set of 
nonnegative integers (a" ••• ,az) for which a{k) are all 
nonnegative integers. 

First of all, let us note that there exists a set of in
tegers y = (y" ..• , y Z-l) for which all the polynomials are 
strictly positive, namely, the set corresponding to 
Green ansatz7 of order 2l. Thus, for each polynomial 
there exists a neighborhood G{k)(Y) of y such that 

P{k)(X) > ° for all xE G{k)(y). 

Then defining 

fl. Z ••••• n 
G(y) = n G{k)(y), 

(k)={,. ' ••••• ,) 
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which is obviously not empty, it is clear that all the 
polynomials P(k} are strictly positive in tJ(y). Hence, to 
every set of rational numbers in tJ(y) there corresponds 
a representation VD for which the partition function 
factorizes. 

IV. EXAMPLES 

Before considering some examples, it is useful to 
derive a recurrence formula expressing the coefficients 
a(k} occurring in the representation VD of v oscillators 
in terms of the coefficients occurring in the representa
tion v-lD of v -1 oscillators. From Eq. (Ill. 15), using 
the decomposition of a permutation (JE Sv in terms of a 
product of transpositions, we get the following recur
rence formula: 

(IV .1) 

where the coefficients a(ki,k~, ••• ,k;'_l} appearing on the 
right-hand side belong to the representation v-lD of v-l 
oscillators. This relation is useful to construct step by 
step the representation of v oscillators. 

For example, let us consider the case for which the 
representation of the parafermi ring corresponding to 
one oscillator is given by 

(IV. 2) 

According to Eq. (Ill. 16a), the representation of v 
oscillators will read 

(IV. 3) 

For v = 2 oscillators, the coefficients appearing in 
(IV. 3) are given by (Ill. 15) as well as (IV. 1). We get 

~l = a~ - Oo~ - a~, 

~o = a 2llo - a2~ + ~ 00, 

1100 = ~ + Oo~ + Oo~ - ai. 
From the decomposition 

(l~)4=2lDo+3lDl +lD2' 

(IV. 4) 

(IV. 5) 

we see that Green's ansatz of order 4 corresponds to 
the values 

00=2, ~ =3, ~= 1, (IV. 6) 

from which the decomposition of (2~)4 can be obtained 
through (IV. 3) and (IV. 4). According to the discussion 
of Sec. lll. C, the positiveness of the coefficients (IV. 4) 
reads 

X~ -xo -1;:;, 0, 

Xo -Xl + xlXO;:;, 0, 

(IV.7a) 

(IV.7b) 

X~+XoXl +xo-x~;:;,O with xo=Oo/~, xl=~/a2' 

(IV.7c) 

From this set of conditions, we see that Xl and Xo can
not vanish which means that in the representation (IV. 2) 
all the spins up to 2 must appear. In fact this is quite 
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general as it can be seen directly in (IV. 1) with v=2. 
Moreover from (IV. 7a) we must have Xl> 1, that is, ~ 
is always greater than a2 • From these simple consider
ations, we thus see that many representations do not 
lead to the factorization property. However from the 
next example, we shall see that there exists an arbi
trarily large number of solutions even for a large num
ber of oscillators. 

Let us consider the case for which the representation 
1 D contains only the spins 0 and 1, namely, we put 

(IV. 8) 

Then the representation VD for v oscillators is given by 
v 

VD= ~ a(lkOv-k} vD(lkOv-k}, 
k:O 

(IV. 9) 

where {tkOV
-

k} denotes the weight in which the first k 
components are equal to 1 and the last v - k components 
are zero. USing the recurrence formula (IV. 1), we get 

a(lkOv-k} = ~a(OV-k}, k;:;, 1, 

a(Ov} = (00 + ~)a(Ov-l) - aia(OV-2} 

(IV. lOa) 

(IV. lOb) 

in which the coefficients a(Ov-k} refer to the representa
tion v-kD for II - k oscillators. Therefore, the conditions 
for the existence of the representations (IV. 9) are 
simply 

P(Ok}(X);:;' 0 for 2., k., v with X= Oo/~, (IV .11) 

where P(ok}(X) is defined according to (Ill. 28) and 
(Ill. 29) by 

P(Ok}(Oo/~) = llika(Ok} (IV. 12) 

and obey the recurrence formula 

(IV .13) 

For v = 2 oscillators, a direct computation or the use of 
Eq. (Ill. 15) lead to the following representation 

2D= ai 2D(l,l} + ~Oo 2D(l,O} + (~+ ~Oo - ai) 2D(o,o} (IV. 14) 

provided that 

p(O,O}(x) =X2 + X -1;:;, O. 

We shall show that the condition 

X;:;, 1 (IV. 15) 

is strong enough in order to satisfy (IV. 11) for any 
number of oscillators. Indeed, let us assume that for a 
given k, P(Ok-l} > P(Ok-2} > O. Then from (IV. 14) with the 
condition (IV. 15), we get 

(IV. 16) 

Since this is true for k=3, then this is true for k=4 
and finally for any k. 

So, provided that 00;:;' al' the representation 

lD= 00 lDo + allDl 

leads to a representation VD for any II which fulfills the 
factorization property. Let us note that Green's ansatz 
of order 2 is given by 00 = ~ = 1. 

As a direct consequence, the Kronecker product 
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will lead to new representations of the system of para
fermi harmonic oscillators in the same way the funda
mental spinor representation leads to Green's ansatz. 
Indeed, since the character of a Kronecker product of 
representations is the product of the characters of the 
representations, it follows that the character of the 
representation (IV. 17) reads 

p 

l X(cf»== Dl [aci° +aii>1X1 (cf»], (IV. 18) 

so that the product II~=IIX(cf>k) will be 

(IV. 19) 

But we have seen that the product II~=1 [aci/) + aii> lXl (cf>k)] 
is a character for a representation, say vD(O, of the 
form (IV. 9) so that the product II~=IIX(cf>k) is the char
acter of the Kronecker product II 1=1 v D (0 . In particular, 
for p == 2 we obtain solutions of the first example we 
were considering at the beginning of this section, solu
tions which are valid for any number of oscillators. 

V. CONCLUSION 

Let us summarize our results following the type of rep
resentations of the parafermi ring involving v degrees 
of freedom we considered. 

(1) Under the assumption of an irreducible representa
tion (which implies a unique vacuum), it turns out that 
only system leading to the factorization of the partition 
function is in fact the standard Fermi system. 

(2) It has been shown that a sum of Green ansatz of dif
ferent orders does not satisfy the factorization condition 
so that among all the representations constructed in 
terms of Green ansatz, the order plays the role of a 
selection rule. 

(3) We have shown that there exists infinitely many re
ducible representations distinct from Green's ansatz 
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for which the factorization condition is fulfilled. start
ing with particular representations, we have seen that 
we can generate other representations by considering 
Kronecker products of the "basic" representations as 
one does starting with the fundamental spinor represen
tation. One can be convinced then that the number of 
possible representations is in fact arbitrarily large. 

For these general representations the statistical 
weights of the various energy levels are very large in 
contrast with the standard Fermi representation; and to 
that extent they seem to have no immediate physical 
application. 

·On leave from the Centre de Physique Theorique, C. N. R. S., 
Marseille. 
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It is demonstrated following the work of Murnaghan and Littlewood that the symmetric group may 
with advantage be considered as a subgroup, albeit finite, of the general linear group. This approach 
involves in a natural way the use of a reduced notation for the specification of irreducible 
representations of ~ n and leads to the determination of closed formulas for the dimension, 
characters, and Kronecker products of such representations. The relationship between the characters 
and S functions is discussed in detail and some results on symmetrized Kronecker squares are 
obtained. 

1. INTRODUCTION 

In 19371 and 1938 2 Murnaghan gave tables of the charac
ters and Kronecker products of irreducible represen
tations of the symmetric groups, ~n' which were valid 
for all values of n. It was not until more recently that 
he suggested a "reduced" notation for labelling the re
presentations. In a series of papers3- 5 he discussed in 
an n-independent manner the dimensions of irreducible 
representations of ~n' the corresponding characters, 
their ordinary Kronecker products, and their symmetriz
ed Kronecker products. In 1958 Littlewood used the 
same "reduced" notation to discuss inner plethysms 6 

and went on to derive closed formulas 7 for both the 
ordinary and symmetrized Kronecker products by treat
ing the symmetric group ~n as a subgroup of the linear 
group Ln' 

In this paper we review these results, stress the im
portance of the reduced notation, discuss in more detail 
the link between the finite and continuous groups, and 
derive a number of results which could only be obtained 
with difficulty using the standard notation. 

It is well known that outer products of S functions cor
respond to Kronecker products of representations of 
the linear groups, because an S function on the approp
riate variables is a simple character of such a group. 
It is also well known that inner products of S functions 
correspond to Kronecker products of representations of 
the symmetric groups, because of the combinatorial 
manner in which S functions are composed. However, 
this correspondence involves the standard Young tableau 
notation for irreducible representations and the evalu
ation of inner products is a complex process quite dis
tinct from that used in the evaluation of outer products. 
The symmetric groups are thus treated quite differently 
from the linear and other continuous groups: the ortho
gonal, rotation, and symplectic groups. The characters 
of these groups are known8 in terms of S functions and 
the usual method of calculating such things as Kronecker 
products of the representations of these groups is to 
use S-functional expressions for their characters and 
the powerful algebra of S functions associated with the 
n-independent outer product rule. The labels that arise 
from this approach are the same as those that arise 
from tensorial arguments. 7 •9 The aim of this paper is 
to show that the symmetric groups, ~n' may be treated 
in an n-independent manner similar to that used for the 
restricted groups On and SPn , rather than in the usual 
n-dependent manner requiring a development of the 
somewhat complicated algebra of inner products of S 
functions'! 0 

In the "reduced" notation the irreducible representation 
of ~n usually labelled by the symbol [v] = [n - m, Ill' 
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1l2' ••• ], where (Il) is a partition of m, will simply be 
labelled by the symbol (Il) = (lll,1l2'" '). In this "re
duced" notation the use of "triangular" brackets to 
specify irreducible representations of 2: n should give 
rise to no confusion with the same notation which is con
ventionally used to specify irreducible representations 
of SPn • Rather it serves to underline the view of the 
symmetric group as a subgroup of the full linear group. 

After some preliminary comments on special series of 
S functions and their inverses we give, in Sec. 3, the im
portant branching rule of Littlewood appropriate to 
Ln ~ 2:n • It is then shown that the use of the reduced 
notation, which arises naturally from this branching 
rule,far from complicating the statement of well-estab
lished results in the theory of 2:n , leads to very simple 
and concise formulas for the dimensions and characters 
of irreducible representations of 2:n • These are obtained 
in Sec. 4. 

In contrast to this, Sec. 5 is devoted to using the branch
ing rule appropriate to Ln ~ 2: n to find expressions for 
the characters of ~n' It is perhaps here that the simi-
1arity with the restricted continuous groups shows up 
most clear ly, even though the S -functional approach 
entirely obviates the necessity of evaluating characters 
explicitly. 

We then give Littlewood's theorems on Kronecker pro
ducts and use them in the final section to discuss the 
question of the occurrence of the totally symmetric and 
totally anti symmetric representations in the ordinary 
and symmetrized Kronecker squares of an arbitrary 
representation. 

We include some n-independent tables of branching rules 
for 0n-l ~ ~n' of the characters of ~n as S functions on 
n - 1 variables, and of the symmetrized Kronecker 
squares of representations of ~n' 

2. S FUNCTIONS AND SERIES OF S FUNCTIONS 

Various series of S functions (see Ref. 8, p. 238) are 
used to express the characters of the restricted groups 
in terms of S functions and to evaluate branching rules, 
which is the inverse operation. LitUewood 7 has intro
duced further series in order to give the branching rule 
from L n - 1 to ~n' It is our purpose in this section to 
discuss these series and to find their inverses. 

The notation used for S functions and operations upon 
them is standard, but it is worth remarking that Greek 
letters denote general partitions of the integers denoted 
by the corresponding Latin letters, e.g., i\ is any parti
tion of l. Latin letters are also used to denote partitions 
into one part only. Summations are to be taken over all 
possible partitions consistent with this notation. 

Copyright © 1973 by the American Institute of Physics 1176 
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Curly brackets { } are used to distinguish an S function 
{x} from an associated partition (x) and throughout the 
paper, except where otherwise indicated, algebraic 
operations are to be understood as operations on S 
functions. These consist of the operations of outer 
multiplication, division, inner multiplication, outer ple
thysm,and inner plethysm denoted by ',/ ,0,0 and 0, 
respectively,ll although the symbol for outer multi
plication is often omitted. 

It is always to be understood that (II) = (111' 112, ••• ) and 
(ii) = (i\, ;;2' ... ) are mutually conjugate partitions of n, 
so that for example in} = {In}. 
We start by reminding readers of the context in which 
some of the simpler series of S functions appear, that 
is in the evaluation of branching rules and their in
verses. These series may be defined as a sum of sym
metrized outer products, or outer plethysms, of S 
functions. 

For example, under the restriction from Ln to Ln-l the 
linear function {1} associated with the defining repre
sentation of Ln contains an invariant of Ln-1 whose 
symmetrized powers must be contracted out of every 
other S function {X} by the operation of division to give 
the branching rule: 

(2.1a) 

In this case the set of S functions in the divisor is just 
the set of all {r}. 

Likewise for the restriction from Ln to On and SPn the 
bilinear forms {2} and {12} respectively contain invari
ants and we obtain the branching rules 

Ln --7 0n{X}--+ [{xV(~ {2} 0 {r})] , 
Ln --+ SPn {x} --+ ~X~~ {12} 0 {rij> , 

(2.1 b) 

(2.1c) 

where the brackets [ ] and ( ) indicate that the enclosed 
expressions, when evaluated using the algebra of S func
tions, are to be considered as characters of On and SPn , 
respectively. The sets of S functions in the divisors of 
(2.1b) and (2.1c) are just the sets of all {ti} and of all 
{/3} defined by Littlewood (Ref. 8, p. 238). The inverse 
series are then associated with the sets of all {y} and of 
all {O'}, while the series inverse to that of the divisor of 
(2. 1a) is the set of all {1 r}. Using the algebra of 
plethysm (Ref. 8, p. 290) which implies that 

(- {x}) 0 {p} = (-)r{x} 0 {p}, (2.2) 

it is easy to see12 that the inverse series are given by 

~ (-)r{l r} = ~ (- {1}) 0 {r}, (2.3a) 
r r 

~ (-)r{2} 0 {lr} = ~ (- {2}) 0 {r}, (2.3b) 
T r 

~ (-)r{12} 0 {1 r} = ~ (- {12}) 0 {r}. (2.3c) 
r r 

These latter series allow one to express the characters 
of the respective subgroups in terms of the S functions on 
the variables of Ln' In the past they have generally been 
written out in full, but it is instructive to write them in 
this way in order to see their simple combinatorial 
structure. 

More generally for a series of S functions A to have as 
its inverse B it is required that for all N· 
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{X}/A/ B = {X}, 

but since the sequential division by two series is equal 
to the division by the product of the series, we have 

{X}/A/B = {A}/AB = {x}, 
Le., 

AB = {o}, 

where the S function {a} is none other than the integer 1. 

It is well known that 

{a} 0 {r} = {o}, 

so that writing 

{a} = {a} + {x} - {x} 

and using the algebra of plethysm we have 

{a} = ({o} + {x} - {x}) 0 {r} 

= ~ {or 0 {r - s - t} • {x} 0 is} • (- {x}) 0 it}; 
s .t 

r can be taken as large as we wish, so we have in general 

{o} = ~ {x} 0 is} • ~ (- {x}) 0 it}. (2.4) 
t 

This is the general result which verifies the inverse 
series given in (2.3). In the following section the mutu
ally inverse series of (2.4) will be required for all {x} 
= {l}, but regretably this will not be all. Later we pro
duce the terms of a different type of series altogether. 

3. THE SYMMETRIC GROUP AS A SUBGROUP OF 
THE LINEAR GROUP 

The main results of this paper rest on the fact that the 
symmetric group on n variables, ~n' is a subgroup of all 
the linear transformations of those variables, Ln' The 
matrices of all representations of ~n may be chosen to 
be orthogonal including those of the defining representa
tion (1) and thus the symmetric group is also a subgroup 
of the orthogonal group On' Le., there exists the sub
group chain 

(3.1) 

However, some of the matrices of the representation 
(1) of ~n have negative determinant so the special ortho
gonal, or rotation, group SOn' or R n , cannot be included 
in this chain. 

The orthogonal group leaves invariant the quadratic 
form ~701 x~, whereas the symmetric group clearly 
leaves invariant all such algebraic forms ~in=l xf. The 
existence of the invariant linear form, with P = 1, cor
responds to the restriction from n variables to n - 1 new 
variables, so that we may consider two alternative em
beddings of ~n in Ln: 

Combining the branching rules (2.1a) and (2.1b), we 
obtain the branching rule 

(3.2) 
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In restricting to the symmetric group there are many 
more terms to consider,and Littlewood gives,7 in a 
different notation, the branching rule: 

Ln-I ---7 ~n {A}---7 

<~ ({A}/({2} Q9 {s} • {3} Q9 {t} • {4} Q9 {u} " '{2} Q9 {H 

• {3} Q9 {1j} • {4} Q9 {~} ••• )) {~}{1j}{n' . ) , (3.4) 

where the sum is taken over all possible s,t,u, ... ,~,T/, 
~, ... and the brackets ( ... ) indicate that the enclosed 
set of S functions are to be interpreted as specifying 
irreducible representations of ~n in the "reduced" 
notation. Thus the S function w} appearing within the 
brackets ( ... ) is to be written as (iJ.) and the corre
sponding irreducible representation of ~n would be de
noted in the standard notation by [v] == [n - m, iJ.I' iJ. 2' 
.. ']. For small values of n, i.e.,n < m + iJ.1> this sym
bol will still not be in the standard form. It may be 
brought to standard form by reordering the parts in the 
usual wayI3 in accordance with the formula 

[VI"'" Vi' Vi+I"" Vy ] == - [VI"'" Vi+1 - 1, Vi + 1, .•. vy ]. 

(3.5) 
This modification rule is very easy to apply in practice 
but it is to be noted that it may produce null terms, e.g., 
[2,3] == 0, or terms that cancel others, e.g., [1,4] == -
[3,2]. Of course the modification rules are only needed 
when dealing with representations of a specific group 
~n ' that is when n takes on a specific value. On the 
other hand (3.4) is valid for all values of n and clearly 
lends itself to the adoption of the n-independent "re
duced" notation involving the symbols (iJ.). 

Some specific examples of (3.4) are of interest, namely: 

Ln-I ---7 ~n {I} ---7 (I) 

{2} ---7 (2) + (1) + (0) 

{12} ---7 (12) 

{I k} ---7 (1 k) 

{In-I} ---7 (In-I). 

(3.6a) 

(3.6b) 

(3.6c) 

(3.6d) 

(3.6e) 

These results all follow in a trivial way from (3.4); the 
first (3. 6a), justifies our use of the term "defining rep
resentation" in referring to (1). It also defines the em
bedding of ~n in Ln-I completely and as such confirms 
that ~n is a subgroup of L n - I . The second result (3.6b) 
implies that there exists a symmetric bilinear invariant, 
so that ~n is then necessarily a subgroup of On-I' The 
result (3. 6c) corresponds to the converse statement that 
~n is not a subgroup of SPn - 1 since there exists no anti
symmetric bilinear invariant. In the same way (3. 6e) 
implies that ~n is not a subgroup of either SUn_lor 
SOn-1 ~ Rn-l since the representation (In-I) is not the 
same as (0); they are instead mutually conjugate since 
(In-I) == [In] == [n] and (0) == [n] in the standard notation 
for representations of ~n' 

Let us return however to the rather formidable expres
sion on the right-hand side of (3.4). For purposes of 
computation we may separate this branching rule into 
two parts: 

(3.7) 
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(~ ({p}/({2} Q9 {H • {3} Q9 {T/} ••• ) {~}{T/}'" », 
t,TJ.··· (3.8) 

where Qn-I is just a convenient label. The functions -tPt 
defined here have well-defined properties although they 
will not, in general, be simple characters of any group. 
However, they are certainly compound characters of ~n 
as shown by (3.8). To obtain the branching rules appro
priate to Ln ---7 Qn-I anp 0n-I ---7 Qn-I it is only necessary 
in (3.7) to include the case i == 1 and exclude the case 
i == 2, respectively. 

From the discussion of the previous section we know the 
inverse of (3.7), namely, 

Unfortunately (3.8) is not as simple as (3.7) either to 
use or to invert. The presence of the multiplicative 
factors {H • {T/}' •• is such that it is not sufficient sim
ply to invert series of the form ~T {j} Q9 {T}. However, 
by forming the products of the expansions of such series 
and writing the multiplicative factors as a sum of S func
tions, we can write 

(3.10) 

If we further introduce a semicolon into the notation and 
write 

(3.11) 

then the operations associated with the branching rule 
may be specified without reference to {pl. Littlewood7 
uses the operator notation of FoulkesI4 to achieve this 
separation. In the notation of (3. l1),the rule (3.8) then 
gives 

~ {a};A == {o};{O} + {2};{1} + {3};{1} + {4};({2} + {I}) 

'" + {31}; {12} + {22}; {2} + {5}; ({2} + {12} + {I}) + {41}; 

({2} + {12}) + {32}; ({2} + {t2}) + {6}; 

({3} + 2{2} + {12} + {I}) + {51}; ({21} + {2} + 2{12}) 

+ {42}; ({3} + {21} + 2{2} + {12}) + {412}; {t3} + {3 2}; 

x ({t3} + {12}) + {321};{21} + {2 3};{3} + "', (3.12) 

where we include all terms {a} with a ,,; 6. 

These results have been used to calculate the branching 
rules of Table 1 appropriate to 0n-I ---7 ~n for all re
presentations specified by partitions of six and less. 
Using these branching rules and those for L n - 1 ---7 0n-I 
we are able to invert these examples to obtain the ex
pressions for the simple characters of ~n in terms of 
S functions on n - 1 variables. These are given in 
Table II. It is worth pointing out that similar results for 
Ln-l ---7 ~n and some of the corresponding inversions 
have been given by Murnaghan. 5 

From the results of Table II it is possible to find the 
first few terms of the form {,,};B defined such that 

(3.13) 

i.e. 

~ {{3};B == {.n(~ {i}Q9 {r}). ~ {a};A}-I. (3.14) 
B :=2 y '" 

In the same way series have also been found for the 
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TABLE I. Branching rules O.~l -+ ~.' 

[0] .... (0) 

[1] .... (1) 

[2] .... (2) + (1) 
[1 2] .... (12) 

[3] .... (3) + (2) + (12) + (1) + (0) 
[21] .... (21) + (2) + (12) 
[13]-+(13) 

[4] .... (4) + (3) + (21) + 2(2) + (12) + 2(1) + (0) 
[31]-+ (31) + (3) + 2(21) + (13) + (2) + 2(12) + (1) 
[2 2] .... (22) + (3) + (21) + (2) 
[212] .... (212) + (21) + (13) 
[14] .... (14) 

[5] .... (5) + (4) + (31) + 2(3) + 2(21) + 3(2) + 2(12) + 3(1) + (0) 
[41] .... (41) + (4) + 2(31) + (22) + (212) + 2(3) + 4(21) + 2(13) + 3(2) 

+ 3(12) + 2(1) 
[32] .... (32) + (4) + 2(31) + (22) + (212) + 2(3) + 3(21) + (1 3) + 2(2) 

+(12)+(1) 
[31 2] .... (312) + (31) + (22) + 2(212) + (14) + 2(21) + 2(13) + (12) 
[221] .... (221) + (31) + (22) + (212) + (3) + (21) 
(21 3] .... (21 3) + (212) + (14) 
(14] .... (14) 
[6] .... (6) + (5) + (41) + 2(4) + 2(31) + (22) + 4(3) + 3(21) + (1 3) 

+ 5(2) + 3(12) + 4(1) + 2(0) 
(51] .... (51) + (5) + 2(41) + (32) + (312) + 2(4) + 5(31) + 2(22) + 3(212) 

+ 4(3) + 8(21) + 3(13) + 5(2) + 6(12) + 3(1) 
(42] .... (42) + (5) + 2(41) + 2(32) + (312) + (221) + 3(4) + 5(31) + 4(22) 

+ 3(212) + (14) + 5(3) + 7(21) + 2(1 3) + 5(2) + 3(12) + 2(1) + (0) 
[412] .... (412) + (41) + (32) + 2(312) + (221) + (213) + 3(31) + 2(22) 

+ 5(212) + 2(14) + (3) + 4(21) + 4(13) + (2) +2(1 2) 
(3 2] .... (3 2) + (41) + (32) + (312) + (4) + 3(31) + 2(212) + 2(3) + 2(21) 

+ 2(13) + (2) + 2(12) + (1) 
[321] .... (321) + (41) + 2(32) + 2(312) + 2(221) + (213) + (4) + 4(31) 

. + 3(22) + 4(212) + (14) + (3) + 4(21) + (1 3) + (2) + (12) 

~
313]"" (313) + (312) + (221) + 2(21 3) + (1 5) + (22) + 2(212) + 2(14) + (1 3) 
23 ] .... (2 3) + (32) + (221) + (4) + (31) + (22) + (3) 
2212] .... (2212) + (312) + (221) + (213) + (31) + (212) 

[21 4] .... (214) + (213) + (15) 
[1 6 ) .... (16) 

TABLE II. The characters of ~n as S functions on n - 1 variables. 

(0) = to} 
(I) = {I} 

(2) = {2} - {I} - {Of 
(12) = {12} 

(3) ={3}-{2}-{12}-{1} 
(21) = {211- {2} - {12} + {Of 
(13) ={PJ 

(4) = {4} - {3} - {21} - {2} + {12} + {I} 
(31) = {31} - {3} - 2{21} - {1 31 + {2} + {I} 
(22) = {22} - {3} - {21} + 2{1 2} + 2{I} 
(212) = {212} - {21} - {13} + {2} - {Of 
(14) = {14} 

(5) = {5} - {4} - {31} - {3} + {21} + {Pi + {2} + {12} 
(41) = {4I} - {4}- 2{31} - {22} - {212} + {3} + 2{21} + {Pi + {2} - {l} 
(32) = {32} - {4} - 2{31} - {22} - {212} + {3} + 3{21} + 2{P} + {2} 

+ {12} - {I} 
(312) = {312} - {3I} - {22} - 2{21 2} - {14} + 2{3} + 2{21} - {2} - {12} 

- 2{1} 
(221) = {2 21} - {31} - {22} - {212} + {3} + 2{21} + 2{1 3} - 2{1} 

(213) = {213} - {212} - {14} + {21} - {2} + {OJ 
(15) = {Pi 

other relevant cases: !:n -t Qn-l' !:n -t 0n-l' and !:n -t 

Ln' The Simplest series, i.e., the series with the fewest 
terms, is that of (3.13) and is given by 

L; {{3};B = {a}; {a} - {2}; ({I} + {a}) + {2l}; ({I} + {a}) 
8 + ({4} + {22}); ({12} + {I}) + {3l};{2} - {2l2}; ({I} + {a}) 

- {4l}; ({12} + {I}) + (- {32} + {312} + {2 2l}); 
x ({2} + {12} - {I}) + {2t3}; ({I} + {a}) + .... (3.15) 

4. DIMENSIONS AND CHARACTERS OF 
REPRESENTATIONS OF ~n 

One of the most remarkable formulas associated with 
the symmetric group is that which gives the dimensions 
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or degree of an irreducible representation [v] of !:n' 
namely (Ref. 15, p. 44), 

I [V]_~ - H(v) 

with the hook length factor H(v) given by 

H(v) = !"I (Vi - j + Vj - i + 1), 
'.} 

where (v) = (VI' v 2 ,···) and (ii) = (171 , v2 , ••• ) are 
mutually conjugate partitions of n. 

(4.1) 

It would be most unfortunate if the use of the reduced 
notation led to the abandonment of a result of this type. 
However, a straightforward calculation involving the 
explicit expressions for the hook lengths of the boxes in 
the first row of the Young tableau defined by (v), and a 
cancellation of all of these factor s with terms in n! 
yields the formula 

l [vl_I<~> __ 1_ n! ~ ( .) 
- n -H(J1.)(n-m+r)! i=l n-m-J1.i+ t , 

(4.2) 
where [v] = [n -m, J1.1' J1.2'··" J1. y ]. 

This formula may also be derived by noting that the 
hook lengths of the boxes in the first row of the tableau 
defined by (v) are all distinct so that the cancellation 
referred to must always take place to give for r;Jl> a 
polynomial in n of degree m, divided by the hook length 
factor associated with the reduced tableau defined by 
(J1.). The factors of the polynomial are determined by 
noting further that if n -m < J1.1' [v] is defined by (3.5). 
Repeated application of (3.5) gives 

[n - m, J1. l' J1. 2' ••. , J1. i' ... ] 

= - [J1. i - i, 1-11' J1. 2' ••• , n - m + i, ••• J. ( 4. 3) 

Therefore the dimension of the corresponding represent
ation of !:n must vanish identically whenever 

n-m=J1.i-i. 

From this it follows that 

y 

I~Jl> = n (n - m - J1.i + i)/H(J1.), 
;=1 

(4.4) 

where of course J1. i = 0 if i > r. This formula is then 
identical to (4.2) and here takes a form which is only 
slightly more complicated than that of (4.1) while being 
considerably more general. 

For example, 

2 ] 2 1 l[n-5.21 =1;2 1> = 24 n(n -l)(n - 3)(n - 5)(n - 6). 

(4.5) 

The factors in this ex~ression correspond to the vanish
ing of the S functions t- 5, 22l}, {- 4, 22l}, {- 2, 22l}, 
{o, 22, I}, and {I, 22, I}. Substituting n = 2 and n = 4 in 
(4.5) gives 1[1 2

] = 1[1 4 J = 1 by virtue of the identities 
{- 3, 22l} = - {12} and {- 1,2, 1} = {14}. Setting n = 
7,8, ... yields /[2 3

1] = 14,/[322 1] = 70, ..• ,etc. 

The n-dependence of I~Jl> may be obtained in a quite dis
tinct form by making use of the identity (see Ref. 15, 
p.42) 

[v]= l[v;-i+j]I·. 
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Expansion of this determinant with respect to the first 
row yields,for [II] = [n - m, f.J.l' f.J. 2' ••• ], the result 

m 

[IIJ=:B (-l)T[n-m +rJ·[J..LJ/[1 T J 
TOO 

(4.6) 

as can be seen by expanding [f.J.J/[1 Tl in accordance with 
the general formula (Ref .15, p. 48) 

Since (Ref. 15,p. 48), 

j[al'[81 _ (a + b)! j[aJj[81 
- alb! ' 

it follows from (4.6) with the substitution k = m - r, 
that 

j[v] = f~> = ~ (- l)m-k(~) jUl]/[lm-k] • (4.7) 
k=O 

This formula is clearly not as easy to use as (4.4) as it 
involves a summation; however, it will be used in what 
follows to establish a formula for the characters of ~n' 

The trace of the matrix representation [II J of any ele
ment of ~n in the class (a) of cycle structure (la12"'2· •• 

k ak 
•• 'n an

) is the character 

where 

In general l 

(4.8) 

where the use of the rearrangement formula (3. 5) may 
be needed to relate nonstandard 5 functions to those 
specified by partitions. 

Using this formula (4.8) in association with the reduced 
notation and treating the first row of the corresponding 
Young tableau somewhat differently from the others, 
since it is of undetermined length, leads to the formula 

(4.9) 

where (13) = (10282383 .. '),:B k ki3
k 
= m - l, (;\) is a par

tition of l, and X~V[A] can be considered to be defined 
either by the division procedure and the formula (4.8), or 
directly by a recurrence formula like (4.8) but with the 
subtraction procedure leaving a residue of l boxes 
associated with {;\}. 

To establish (4.9) it is only necessary to use (4.8), and 
to note that 

(4.10) 

while the factor(;;) is just the number of distinct ways 

of selecting 13k k cycles from a set of a k k cycles. 

The resulting formula (4.9) is the general formula ap
propriate to the specific results obtained by Murnaghan. 3 
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As an application it is easily seen that 

X:221> =j:~21> _j~3> (~2) +f~> (~2) _j~> (~3) 

+ f~> (~4) - f:~> (~3) (~2). 

So using (4.5) and similar results, we have 

2 1 
X~)l> = 24 al(a l - l)(a l - 3)(a l - 5)(a 1 - 6) 

1 - 6" (al - l)(a l - 2)(a l - 3)a2 

1 -"2 a 1(a 1 - 3)a 2 + (a 1 - 1) 

1 
x "2 a 2 (a 2 - 1) + (al - 1)a 4 - a 2 a3' 

in agreement with the result given by Murnaghan. 3 
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The formula (4.9) is similar to, but not identical with, a 
formula due to Gambal6 which may be obtained from 
(4.9) by making use of (4.7) with n = a 1 and k = 131 , 
This gives 

[v] _ <p> _ "" [Pl/[1P](_ l)P IT (a k~ 
Xa - X(a) - LJ X(8) 13k ' 

13 k=l 
(4.11) 

where now (i3) = (1 131 2132 
••• ) with :B ki3 k = m - p. While 

Gamba's formula (4.11) has the advantage over (4.9) of 
possessing full symmetry in al> a 2 , ••• , a. n , the use of 
(4.4) in conjunction with (4.9) yields expressions for 
characters containing fewer terms than those arising 
from the use of (4.11). It is to be noted that (4.7) is just 
a special case of (4.11) (see Ref.17,p.201). 

5. CLASS PARAMETERS AND THE NUMERICAL 
VALUE OF CHARACTERS 

In the preceding section is has been shown that formu
las for the dimensions and characters of representations 
of ~n may be conveinently written down using the re
duced notation. However, Sec. 3 makes it clear that 
these results must also follow from a study of the re
lated 5 functions on n or n - 1 variables. In the dis
cussion of these 5 functions we have at no time required 
any information on these variables. However, the eval
uation of the variables for the classes of a group is a 
trivial matter and can be carried out for the symmetric 
group in much the same way that Littlewood carried out 
the evaluation for the orthogonal and rotation groups 
(Ref. 7, Chap. XI.) In this instance, however, the variables 
are discrete since the classes of ~n are labelled by 
discrete, as opposed to continuous, parameters. 

From a knowledge of the characters in terms of 5 func
tions and the explicit values of the variables associated 
with the 5 functions for each class it is a straight
forward matter to obtain the explicit values of the 
characters for each class. We show that although this 
technique is quite different from that used in Sec. 4 
identical results are obtained in the form of functions 
of the cycle structure parameters a l , a2'···. 

The class of an element 50 of a group is defined as 
the set of all elements, 5, which can be written in the 
form T5 0T-1 where T is any element of the group. For 
the unitary group there always exists an element T 
whose matrix representation diagonalizes the matrix 
representation of So to give a diagonal matrix D. All 
other matrix representatives of elements 5 in the same 
class as 50 may also be diagonalized to D. In the case 
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of the n-dimensional unitary, defining representation 
{I} of Un,D will be of the form 

D d· (i</>1 i</>2 i</>n) = lag e , e , ••• , e • (5.1) 

As the parameters vary independently and continuously 
from 0 to 21T all classes are covered once. Thus for 
each value of the set of parameters (cfy' . <pn) the S 
function {I} on the n variables e'</>j, that is, the function 

1 

1 1 

(IS) ~ 1 1 

1 o 1 

1 0 

1 o 1 

o 1 0 0 1 0 

(14) ~ o 0 1 0 , (23) ~ o 1 0 , 

000 1 001 

100 0 100 

The sum of their characteristic roots may be read off 
immediately but to obtain the class parameters it is 
necessary to find the individual roots. We do this by 
diagonalizing with a unitary matrix. It is found that the 
various cycles contribute 

(1)~1, (2)~±1, (3)~I,e±2rri/3, 

(4) ~ ± l,e±1fi/2, (5) ~ 1, e±2rrt/S, e±4rri/S 

with the general result 

(p) ~ e(2j/p)rri with j = 1,2, .•• ,po (5.3) 

Note that on giving the representation matrices of ~ S we 
have used a reducible basis of dimension 5 to give the 
permutation representation of the group which reduces to 
(1) + (0). To avoid confusion with the embedding of ~n 
in L n - 1 we shall attach to the S functions a label giving 
the number of variables. 

We have 

{1}n = (1) + (0) (5.4a) 

or, written in full, 

{l}n <1> <0> 
X(,,) = X(a) + x.(a) • (5.4b) 

But x'(2) = 1 and it follows from the example that 

x'taf = (Ill - 1 (5.5a) 

if use is made of (5.3). Here (Ill is just the number of 
1 cycles in the class. 

The S function {2}n on the roots xl>x2, ••• ,xn is the 
function 
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{I} = ~ ei</>j (5.2) 
j=l 

will give the characteristic (trace) of the matrices of 
this class of this defining representation of Un' Little
wood, (Ref. 8, p. 222), goes on to prove that the S functions 
{X} on the n variables e'</>j are the simple characters of 
all the unitary higher order representations of Un -

Coming back to the symmetric group it is only necessary 
in determining the characters to study one matrix re
presentative of each class ((II) = (1 a 1 2"2 ••• ) of permu
tations. For ~ S the follOwing suffice: 

1 1 

1 0 1 . 

(1 23) ~ 0 1 0 , (122) ~ 1 0 

0 0 1 0 1 

1 0 1 0 

0 1 0 0 0 

0 0 1 0 0 

(5) ~ 0 0 0 1 0 

0 0 0 0 1 

1 0 0 0 0 

n n 
{2}n ~ x? + ~ xixj • 

i= 1 I i<j=1 

Substituting in the values of the roots given by (5.3) we 
obtain 

From the branching rules of Sec. 3 

{2}n = {2}n-1 + {1}n-1 + {0}n-1 

= (2) + 2(1) + 2(0) , 

so that 

X'ta~> = t(ll1((111 - 3) + (112' 

Similarly, 

<12> 1 ( ) X (a) ="2 (Ill (Ill - 3 - (II 2 + 1 • 

(5.5b) 

(5.5c) 

These formulas (5.5) are just special cases of those 
furnished by (4.9) or (4.11) and have been given many 
years ago by Murnaghan. 1 However,it is felt that the 
derivation given in this section demonstrates that the 
symmetric group can with advantage be viewed as a 
subgroup of the linear group. 

6. ORDINARY AND SYMMETRIZED KRONECKER 
PRODUCTS 

It is clearly possible to calculate the reduction of pro
ducts and branching rules using the results of the pre
vious sections and the algebra of S functions. The results 
so obtained would be given independently of n in a form 
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analogous to those obtained for the restricted continuous 
groups. 

However, for the computation of Kronecker products 
Littlewood7 has treated possible contractions with the 
set of all invariants associated with l:n from first prin
ciples to establish the following remarkably simple 
results. 

Firstly, the Kronecker product of symmetric group rep
resentations (A) and (p.) is 

(A)(/L) = 6 «{A}/{a}W})· ({p.}/{a}{A}). (W}o{y}», (6.1) 
a.B.y 

where, of course,(J3) and (y) are necessarily both parti
tions of the same number. It is to be noted that although 
° signifies an inner product of S functions we can write 
W}o{y} = (a)(7") where st « lm, so that (6.1) is a use
ful formula giving an n-independent Kronecker product 
in terms of an n-dependent Kronecker product which may 
be evaluated from a knowledge of an n-independent pro
duct of much lower weight. 

If (A) = (/L) = [II] = [n - l,AVA2"'] then the product 
(6.1) may be reduced into its symmetric and antisym
metric parts (A) 0 {2} = [II] 0 {2} and ~A) 0 {12} 
= [II] 8 {12}, respectively. Littlewood gives the result 

[II] 0 {T} = (A) 0 {T} 

= 6 6 «{A}/{a}W})· ({A}/{a}{y})· (W}o{y}» 
a 6<)' 

+ 6 «{A}/{a}{{3}) 0 {u}· W} 8 ({a}o{T}», (6.2) 
a.6.0 

where {T} = {2} or {12} and the summation over a only 
includes {a} == {2} and {a} = {1 2}. The occurrence of all 
the S function operations ., / ,0,0 and 0 in this result is 
to be noticed. 

Murnaghan2.4 has tabulated Kronecker products of the 
form (6.1) to give results sufficient to determine all the 
products of l:n with n "" S. In Table III we give the re
solution of the Kronecker squares into their symmetric 
and antisymmetric parts, (X) 0 {2} and (X) 0 {12}, res
pectively,for l"" 3. 

It is of interest to determine in which part of the resolu
tion of a Kronecker square the scalar 1-dimensional 
representations of ~n occur, that is the totally symmetric 

TABLE III. "Symmetrized Kronecker squares for the symmetric 
groups". 

(0) 0 {2} = (0) 

(0) 0 {12J = ° 
(1) 0 {2} = (0) + (1) + (2) 

(1) 0 {12} = (12) 

(2) 0 {2} = (0) + (1) + 2(2) + (21) + (3) + (22) + (4) 

(2) 0 {121 = (12) + (13) + (21) + (31) 
(12) 0 {2J = (0) + (1) + 2(2) + (21) + (3) + (14) + (22) 

(12) 0 {12} = (12) + (13) + (21) + (212) 

(3) 0 {2} = (0) + (1) + 2(2) + (21) + 2(3) + 2(22) + (31) + 2(4) + (221) 
+ (32) + (41) + (5) + (2 3) + (42) + (6) 

(3) 0 {12} = (12) + (1 3) + (21) + (212) + 2(31) + (312) + (32) + (41) 
+ (3.2) + (51) 

(21) 0 {2} = (0) +2(1) + (12) + 4(2) + (13) + 5(21) + 4(3) + 2(14) + 3(212) 
+ 5(22) + 4(31) + 3(4) + (1 5) + 2(213) + 3(221) + 2(312) 
+ 3(32) + 2(41) + (5) + (2 3) + (313) + (321) + (42) 

(21) 0 {12} = 3(12) + 4(13) + 4(21) + (3) + (14) + 6(212) + (22) + 5(31) 
+ 2(213) + 2(221) + 4(312) + 2(32) + 2(41) + (2212) + (321) 
+ (3 2) + (412) 

(1 3) 0 {2} = (0) + (1) + 2(2) + (21) + 2(3) + (14) + 2(22) + (31) 
+ (4) + (1 5) + (213) + (221) + (32) + (214) + (2 3) 

(13) 0 {12} = (12) + (13) + (21) + 2(212) + (31) + (21 3) + (221) + (312) 
+ (16) + (2212) 
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and antisymmetric respresentations [n] = (0) and [1 n] == 
(In - l ). They both occur but rarely in Kronecker pro
ducts; the former in products of the form [II] ° [II], and 
the latter in [II J ° [Ii]. This reflects the statement that 
every irreducible representation [II J of l:n is self ad
joint so that its square must contain the invariant [n] 
once and once only. The remark regarding [IIJo [liJ then 
follows by noting that [II J 0 [II J ° [1 n J = [II] 0 [Ii]. 
Using (6.2) it is clear that (X) 0 {T} with {T} = {2} or 
{12} will contain (0) if and only if in the second summa
tion we havet;} == {O}, {a} == tA} and the corresponding 
term {O} 0 {O" • {O} 0 ({a} o {T}) contains {O}. This re
quires {a} == T} == {2}, so that 

(X) 0 {2} J (0), 

while 

(X) 0 {12};zI (0). 

(6.3a) 

(6.3b) 

This trivial result merely reflects the fact, commented 
upon earlier, that every representation of l:n may be 
made orthogonal but not of course symplectic. 

The above remarks imply that (X) 0 {T} with {T} = {2} 
or {P} will contain (In-l) only if [IIJ = [n - l,XI,X2,'" J 
is self conjugate,i.e., [II] = [ii]. Furthermore, (X) 0 {T} 
contains (In-l) only once at most, so that such a term 
cannot arise in the first summation of (6.2) which con
tributes equally to the cases {T} = {2} and {T} == {1 2}. 
For (In-l) to arise in the second summation we require 
that both 

(6.4) 

and 

(6.5) 

with 

n - 1 = 2l- 2a - b. (6.6) 

Consider the Young tableau of [IIJ with its subtableaux 
corresponding to (X) and [/L], where [II] = [n - l, Xv X2, 
... ] and (~) = (l- m, jil' ji2"") as illustrated below: 

f---n-l--~ 

I 

(X) 
[vJ. 

From the condition [II] = [Ii] we have [/L] = [ji] and m = 
2l- n + 1. Comparison with (6.6) then gives 

m = 2a + b. (6.7) 

Now {1T}{1T} contains {1 2P} if and only if {1T} = {l P} and 

{l P} 0 {2} J {12P} if P even, (6. Sa) 

{l P} 0 {12} J {Pp} if P odd; (6. Sb) 

thus (6.4) will only be satisfied if 

(6.9) 
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and comparison with the diagram shows that 

a+b?>m. (6.10) 

Hence a = 0 and b = m, so that {cr} = {o}. Further com
parison of (6.9) with the figure shows that {J3} = {p.}. 
The relevant term of (6.2) takes the form 

(6.11) 
o 

Clearly l- m = VI - I and we conclude that 

(i) if VI - I is even [v] O{T}:::J [In] if and only if [IL] 0 
{T}:::l [1m], 

(ii) if VI - I is odd [v] 0 {T}:::J [In] if and only if [IL] 0 
{f}:::J [1 m]. 

Applying this argument to [IL] 0 {T}, the relevant factor 
is ILl - I = 1'2 - 2. Continuing in this way we arrive at 
[0] 0 {2} = [0] and [0] 0 {I2} = O. 

If r is the rank of the partition (v) in Frobenius notation, 
that is the number of boxes on the leading diagonal of the 
corresponding tableau, then clearly 

.. 
6 (Vi - i) = t{n -r); 

i= 1 

so we have shown,in the standard notation,if [v] = [ii], 
then 

[v] 0 {2}:::l [In] only if i (n - r) is even, 

[v] 0 {I2}:::l [In] only if i (n - r) is odd. 

(6.12a) 

(6. 12b) 

The smallest value of n for which both "symmetries" 
occur for [In] is n = 9. In this case we have 

It is perhaps worth pointing out that the factor i (n - r) 
occurred before in the consideration of the S function 
series arising in the discussion of the spin characters of 
the rotation and orthogonal groups.lS The relevant iden
tities were 

(6.13) 

7. CONCLUSIONS 
It is to be hoped that the outline presented here, and the 
not insignificant number of general results, will serve to 
convince all who use repres~ntations of the symmetrIc 
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group of the advantages to be found in the use of the n
independent reduced notation. 

It is worth pointing out that the branching rule (3.4) cor
responding to the evaluation of the inner plethysm (1) ® 
{A} has been used already19 by nuclear physiCists while 
further tables of such inner plethysms would be of use 
in extending some nuclear shell model calculations. 

Quite apart from physical applications, we have tried to 
stress the role of the symmetric group as just another 
subgroup, albeit finite, of the general linear group. 

In a later paper it is hoped to make much use of the 
reduced notation and the results obtained here, to ob
tain the symmetries of and general formulas for the 
Clebsch-Gordan coefficients of the symmetric group. 
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Stielties summability and convergence of the Pade 
approximants for the vacuum polarization by an 
external field 
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It is proven that the divergent perturbation expansion of the exactly solvable vacuum polarization by 
an external constant electromagnetic field is Stieltjes summable. This implies the convergence of the 
Pad€! approximants to the solution. The convergence of the approximation method based on Borel 
summability is also proven. 

1. INTRODUCTION 

It is well known that perturbation theory often gives rise 
to divergent power series expansion, in quantum mecha
nical problems! as well as in quantum field theory.2 
There exist, however, some regular summation tech
niques for divergent power series, such as Stieltjes 
or the Borel ones,3 and in recent times there has been 
some interest in proving their applicability to singular 
perturbation theory, in order to recover the solution 
starting from its divergent perturbation expansion. 

The Stieltjes method, being equivalent to the conver
gence of the Pade approximants, also allows direct 
computations. It is then the most powerful and elegant 
but also the most restrictive technique: till now its 
applicability has been rigorously proven only in quan
tum mechanical problems, such as the anharmonic 
oscillators4 p2 + x2 + {3x4 and p2 + x 2 + {3x6 , and the 
exactly soluble Peres mode1. 5 

On the other hand the Borel method, whose applicability 
requires less information about the analyticity proper
ties of the solution as a function of the coupling con
stant, has been proven valid for a larger class of pro
blems: several years ago for the vacuum polarization 
by an external constant electromagnetic field,6 and 
recently for any anharmonic oscillator7 (f3x2m and in 
any finite number of dimensions) and for the ground 
state energy of a spatially cut- off field theory of the 
type f3: <p 4 (x): in two-dimensional space-time. s The 
Borel method, however, does not define in itself a con
vergent approximation procedure, since in this frame
work one is faced with the problem of performing the 
analytic continuation of the appropriate Borel transform 
outside its circle of convergence, continuation that may 
be accomplished in many different ways.9 One way 
consists in applying the Pade approximants to the Borel 
transform: this method, although not proven to be con
vergent, gives better results than the Pade approximants 
in cases in which both the Stieltjes and the Borel method 
are applicable. 7 

The purpose of this paper is to show that the divergent 
perturbation expansion of the vacuum polarization by an 
external constant electromagnetic field is also Stieljtes 
summable to the exact solution,10 thus providing a first 
example of convergence of the Pade approximants in a 
field theoretical problem. In addition to that, it will be 
shown that in this case it is possible to prove also the 
convergence of the approximation method consisting in 
applying the Pade approximants to the Borel transform. 

2. STiELTJES SUMMABILITY AND CONVERGENCE 
OF THE PADE APPROXIMANTS 
The vacuum polarization by a prescribed external con
stant electromagnetic field has been computed exactly 
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by Schwinger .10 After charge and field strength re
normalization, the complete Lagrangian is given by the 
following formula: 

1 100 2 L = - F - - ds s-3e -m s 
81T2 0 

( 
Re cosh(esX) 2 ) 

x (es)2G - 1 - - (es)2F , 
1m cosh(esX) 3 

(2. 1) 

where, as usual, m is the electron mass, e is the elec
tron charge; F = t F2v = ~(H2 - E2) is the free Maxwell 
field Lagrangian; G ;; tf I' vp a FI'}J F a = E • H is the 
pseudoscalar electromagnetic fiefd invariant; 
X = ../2(F + iG). 

For a pure magnetic field, invariantly characterized by 
G = 0, 2F = H2 > 0, the Lagrangian (2.1) simplifies to 

L = - !.H2 - _1_ 100 
ds s-3e-m2s 

2 81T2 0 

x ~eHs) coth(eHs) - 1 - }(eHs)2) (2.2) 

and for a pure electric field (G = 0), - 2F = E2 > 0) 

L = !.E2 - _1_100 ds s-3e -m2 s 
2 81T2 0 

x (eEs) cot(eEs) - 1 + } (eEs)2) . (2.3) 

Writing L = Lo + Lv where Lo is the free field Lag
rangian, and assuming for simplicity, without loss of 
generality,H = 1, E = 1, m = 1, we have from (2.2) 
and (2.3) 

1 100 e-
S ~ 1) V{ = - - - (es) coth(es) - 1 - -3 (es)2 ds, 

, 81T 2 0 s3 
(2.4) 

1 100 
e-

S ~ 1 J Lf = - - - (es) cot(es) - 1 + -3 (es)2 ds. 
81T 2 0 S3 

(2.5) 

Expanding (2.4) and (2.5) in power series we obtain the 
perturbation series for the vacuum polarization 

1 00 (2n-3)! 
V{(ot} =-- 2] (81T)2nB 2n (2n)! an, (2.6) 

81T 2 n = 2 

1 00 (2n-3)! 
L!f(a)=--2] (81T)2nB 2n (-a)n, (2.7) 

81T 2 n =2 (2n)! 

where 0' = e 2/ 41T and B 2n are the Bernoulli numbers. 

Since B2n '" (- l)n-l (2n) !/2 2n -1 1T2n for n » 1 (see 
Ref. 11), the power series (2.6) and (2.7) have radius 
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of convergence zero. Since, however, they are Borel 
summable to the solution, {the Borel sum is intended to 
be the generalized Borel sum of order 2 [(B. 2) sum], 
Since the coefficients of (2.6) and (2.7) diverge as (2n) I} 
they uniquely determine the solution exactly as if they 
had a nonzero radius of convergence. It will be proven 
now that (2.6) and (2.7) are Stieltjes summable, which 
implies the convergence to the solution of their Pade 
approximants. To this end, use will be made of the 
following theorem. 

Theorem: 12 

Let j (z) a function with the following properties: 

(a) f(z) is analytic in the complex z plane cut along the 
negative real axis from - co to 0; and is real on the 
positive real axis. 

(b) lJ(z) I < Iz I ex for all z such that Iz I > Ro' Here 
a < k, k ~ 0 is integer, and Ro is some positive num
ber. 

(c) f(z) has an asymptotic expansionj(z) <Banzn 
valid uniformly in arg(z). 

(d) Imj has limits above the cut along the negative real 
axis and Imj~ 0 there. 

(e) '2]:'=ka,;1/2n = co. 

Then the series '6:'=kanzn is Stieltjes summable to the 
function 

k-1 

f(z) - '2] anzn 

j(z) = n=O 
(- Z)k 

This implies that for any j ~ k - 1 the diagonal Pade 
approximants sequences f[N,N+j] (z) converge to f(z) 
as N ~ co, uniformly in any compact of the cut z plane. 

We shall consider only Vf, because for Lf the proof 
goes exactly in the same way. 

(a) From (2.4) we have 

LH(Oi) = __ 1_100 e-S 

1 8rr2 0 s3 

X (2~1T ~Oi S coth(2~1T ~as) - 1 - ~ OiS2) ds. (2.8) 

This formula clearly displays the analyticity of Lf as a 
function of a, as long as -:.Ja is not pure imaginary, i.e., 
for Oi not on the negative real axis. 

(b) To find the behavior of V{(Oi) as a ~ co in any direc
tion of the complex plane, let us write, performing in 
(2.8) the substitution S~Oi ~ x, 

(2.9) 

where 

11 (a) = -- 2~1T X coth(2~1TX) - 1 - -x2 dX, 11 e-xNex ( 41T ) 
o x3 3 

(2. lOa) 

12(a) = J,OO e-
xNex 

(2.J1T x coth(2.J1Tx) - 1 _ 41T x 2\ dX. 
1 x 3 3 / (2.1Ob) 

Now it is evident from (2. lOa) that 11 (Oi) ~ const as 
Oi ~ co in any direction within the cut Plane

7 
and from 

(2. lOb) thatI2(a)~-41T/3Ei(lNOi) ~ (21T 3) logOi. To 
find the behavior as Oi ~ - co, we perform the analytic 

J. Math. Phys., Vol. 14, No.9, September 1973 

1185 

continuation of V{(Oi) by means of a - 1T /2 rotation of 
the integration path in (2.8), i.e., we put s = it: 

1 (ooe- it 
Lf(a)=-Jn -

81T2i 0 t3 

x (2.J1T~Oi it coth(2.J1T.JOiit) - 1 + 4; Oit2) dt (2. 11) 

thus obtaining the analytic continuation of Lf(a) defined 
by (2.8) as an analytic function of Oi in the first sheet 
- 1T < a < 1T, up to argOi = - 31T/2. 

The behavior of (2. 11) for Oi ~ - co can be discussed in 
exactly the same way as that of (2.8). Hence we can 
conclude that I Lf(a) 1< A I a logOi I, as Oi ~ co in any 
direction of the complex plane, A being some positive 
constant, requiring k = 2 for this case. 

(c) That the series (2.6) is the uniform asymptotic 
expansion of Vf(Oi) for I arga 1< rr follows trivially 
from its Borel summability, and it is also evident from 
(2.8). 

(d) We may compute explicitly from (2.8) the dis
continuity across the cut, so that we have 

1 lal 00 1 
ImLf(Oi) = - discLf(a) = -- '0 -e-n rr/2hi,lexi> O. 

2i 1T n=ln2 (2.12) 

(e) Since I Bn I ~ (2n) I as n ~ co, the condition is ful
filled. 

We can thus conclude that all the [N, N + j], j ~ 1, 
sequences of Pade approximants to the divergent series 
(2.6) converge to Lf(Oi), uniformly in any compact of 
the cut a plane, since the series 

1 ~ B 2(n+2)(81T)2(n+2) 
-- L.; (2n + l)lan 

81T 2 n=O [2(n+2)]1 

is Stieltjes summable to Lf{(Oi)/ Oi 2. 

For Lf(a) the proof goes exactly in the same way, with 
some obvious modifications to account for the fact that 
Lf(a) is analytic in the a plane cut along the positive 
real axis, as it is evident from (2.5). In this case then 
the uniform convergence of the [N, N + j], j ~ 1 se
quences of Pade approximants will take place in any 
compact of the Oi plane cut along the positive real axis. 

3. PADE APPROXIMANTS ON THE BOREL 
TRANSFORM 

Let us first express Ogievetsky's result6 on Borel sum
mability in the notations of Ref. 7. From (2.6), dividing 
by a 2 , we get the divergent expansion 

The Borel transform of order 2 of the above series is 

defined to be 

1 00 (81T)2(n+2) 
F(a) -- -'2] B an (3 2) 

- 81T2n=O [2(n + 2)]1 2(n+2) . 

and has radius of convergence 1T. Since it is easy to 
obtain 

(3.3) 
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we see that F(OI) is a meromorphic function, regular in 
the whole 01 plane except for simple poles along the 
negative real axis at OI n = - n 21T2, n = 1,2, ... with 
positive residues. Then, the integral 1000 e---Jx F(OIX)dx, 
which defines the Borel sum of (3.1), represents an 
analytic function in the whole 01 plane cut along the 
negative real axis. Taking into account the expansion 

1 00 1 
coth(z) = - + 2z 6 , 

Z n=lZ2 + n21T2 

it is trivial to show that the Borel sum actually is 
Lf(0I)/0I 2, i.e., 

L!{(OI) 00 

-- = i r'x F(OIx)dx. 
012 0 

(3.4) 

Taking, as in Ref. (7), the Pade approximants F[N,N+j] (z) 
on the Borel transform, we define the approximants to 
LfJ(OI)/Oi 2 as 

(3.5) 

We have to prove now that 

lim f'BN,N+j] (01) = Lf(0I)/0I2, j ~ - 1, (3.6) 
N-+oo 

uniformly in any compact subset of the cut 01 plane. 

Proof: As usual, we have to prove (3.6) only for 
j = - 1, because for j > - lone can apply the same 
procedure to the function 

Mf(OI) = _1_ - 6 an (- OI)n /(- 0I)j+l 
[
LH(OI) j +1 J 

01 2 n=O 

whose [N N - 1] approximants are the [N, N + j] ones 
of LH(0I)!0I2. As far as the convergence of F[N,N+j] (01) 
to F{OI) is concerned, one has 

lim F[N,N+ j] (01) = F(OI), j ~ 1, 
N-+OO 

(3.7) 

uniformly in any compact containing none of its poles, 
because F(OI) is merom orphic in the whole complex 01 

plane having only simple poles with positive residues 
along the negative real axiS. 13 

Now for 01 in the cut plane the boundedness of IF(OI) I 
as 101 1-700, as well as that of F[N,N-1](0I) for any N are 
clearly sufficient to justify in (3.5) the interchange of 
the limit N -7 00 with the integral, in spite of the non
uniformity of the convergence of F[N,N-1] (01) to F(OI) 
at infinity. We can thus conclude 

lim f[N,N+j] (01) = LH(0I)/0I 2 j ~ 1, 
N-+OO B l' 

(3.8) 

uniformly in any compact of the cut 01 plane, so that we 
have for L'{(OI) 

lim f· rN,N+j] (01) = LH(OI) j ~ - 1, 
N~OO 11 1 , (3.9) 
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uniformly in any compact of the cut 01 plane. In this case 
also, the proof for Lf(OI) goes exactly in the same way. 

In addition, it may also be noted that the first Borel 
transform of L1(0I)/0I2, defined by the divergent ex
pansion 

1 00 (81T)2(n+2) (2n+1)! 

- 81T 2 nl}o [2(n + 2)]! B 2(n +2) n! 
(3.10) 

is Stieltjes summable. It is indeed easy to see that 
(3.10) is the divergent Taylor expansion near 01 = 0 of 
the function 

2 100 

F1(0I) = r- rxe-X F(401x)dx 
V1T 0 

(3.11) 

[F(OI) being defined by (3.3) and its Taylor expansion 
near 01 = 0 by (3.2)], so that to prove its Stieltjes sum
mability we have only to proceed in exactly the same 
way as in Sec. 2. This result implies the convergence 
to the solution also of the generalized Pade approximants 
ffN,N+j] (01), as defined in Refs. 14 and 15, for j ~ 1 and 
uniformly in any compact of the cut plane. 

As far as the rate of convergence of the approximants 
fbN,N+J](OI) andf1[N,N+J](0I), is concerned, as well as 
their monotonicity properties, the reader is referred to 
the discussion given for the case of the anharmonic 
oscillators. 14 
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Stochastic symmetry breaking of time reversal invariance 
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An equation for the time evolution of the density matrix for a nonrelativistic quantum mechanical 
system is presented. It involves a Hamiltonian which contains a stochastic contribution. Before 
stochastic averaging is performed, it is shown that the density matrix equation is time reversal 
invariant, whereas after stochastic averaging is performed, it is shown that the averaged density 
matrix equation is not time reversal invariant. 

In a series of three papers 1 ,2,3 a new approach to the 
theory of non-equilibrium statistical mechanics has been 
presented. The approach is based upon the mathemati
cal theory of multiplicative stochastic processes. 1 

Within this context it has been possible to derive an 
averaged density matrix equation which shows time ir
reversible behavior,l to prove an H-theorem,2 and to 
characterize the approach to equilibrium for micro
canonical and canonical ensembles. 3 In this paper, the 
relationship between time reversible and time irrever
sible behavior will be considered from the viewpoint of 
the time reversal operation of quantum mechanics. 

The Schrodinger-Heisenberg picture of quantum mech
anics may be expressed by the equation 

i~Ca(t) =L;MaBCB(t), (1) 
dt S 

where M~a = MaS' In the following the repeated index 
summation convention will be used. When a stochastic 
contribution to the Hamiltonian is considered, (1) 
becomes 

.d -
l dt Ca(t) = MaSCB(t) + MaS(t)CS(t), (2) 

'Y.here 114; a(t) =.M- as (t). The stochastic properties of 
MaS(t) are those appropriate for a purely random, 
Gaussian stochastic matrix.l The first two averaged 
moments are given by 

(MaB(t» = 0, (3) 

(Mas(t)Mj.lv(S» = 2QaBj.lvo(t - s). (4) 

Equation (2) leads to a density matrix equation. The 
density matrix PaS (t) is defined by 

Pas(t) == C~(t)C s (t), 

and (2) with (5) gives 

.d -
l at PaB(t) = LaSflvPflv(t) + LaBfl v (t)P fl v(t), 

where L aBfl v and L aBfl v (t) are defined by 

(5) 

(6) 

(7) 

(8) 

It has been proved1 that stochastic averaging of (6) leads 
to 

d~ (p aB(t) = - iL aSfl v (Pfl v (t» - R aSfl v (p fl v(t)), (9) 

where R allj.l v is defined by 

R aBflv == °aj.lQBeev + 0BvQeaflB - QSVfla - QflaBv (10) 
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and~a(Paa(t» = 1 for all t. It has also been proved, 2 on 
the basis of the properties of R aSfl v' that if H(t) is de
fined by 

H(t) == Tr [(p(t» loge (p(t))], (11) 

then 

d 
dt H(t) .:( O. (12) 

While (12) clearly demonstrates the time irreversibility 
of (9), the time reversibility of (6) remains to be 
demonstrated. 

TIME REVERSAllNVARIANCE 

If the Schrodinger equation for a single particle in a 
potential field is given by 

ih ~ w (rt) = (-~ V2 + V(r)\ w (r, t), 
at 2m ') 

(13) 

then the time reversal operation is accomplished by 
simultaneously complex conjugating every term in (13) 
and replacing all instances of t by - t. 4 Doing this to 
(13) gives 

-i1t-O- w*(r - t) = (-~ V2 + V(r)\w*(r, - t). 
- at' 2m ') 

It is seen that w*(r, - t) also satisfies the original 
Schrodinger equation. This is the condition of time 
reversal invariance. 

Suppose that a complete, orthonormal set of complex 
baSis functions, C{Jk(r), are introduced satisfying the 
conditions 

By introducing the definitions 

w(r,t) ==~Cl(t)C{Jl(r) 
l 

and 

H kl == f C{J~ (r) [ - (:~)V2 + v(r~ C{J1(r)dr, 

Eq. (13) becomes, upon multiplication by C{Jt (r) and 
integration over all r, 

Generally, (17) also implies Hi k = H Itl' 

(14) 

(16) 

(17) 

(18) 

When applied to (18), the time reversal operation leads 
to 

(19) 
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This is the same as the result achieved from (14) by 
multiplication by CPk(r) followed by integration over all 
r. The complex conjugate of (17) provides for the Htl 
in (19). 

Therefore, in matrix notation, the condition for time re
versal invariance of (18) is that ct(-t) satisfies 

. d *() * *( ) z - C k - t = H kl C I - t , 
dt 

(20) 

which is equivalent to (19). The presence of Htl in (20) 
instead of H kl should be noted, and reflects the anti
linear character of the time reversal operation. 

KUBO OSCILLATOR 

Before proceeding to the consideration of the time re
versal properties of (6), it is instructive to consider a 
simple, special case, the Kubo oscillator 1 : 

.!!...a(t) = i [wo + (,ii(t))a(t), 
dt 

(21) 

where a(t) is complex and (,ii(t) is a purely random, 
Gaussian stochastic frequency fluctuation with average 
value zero and second moment given by 

«(,ii(t)(,ii(s» = 2M(t - s). (22) 

The oscillator equation (21) is a one-component special 
case of (18). Because the H kl in (18) is Hermitian, in 
the one-component case H kl ---7 H which must be real. In 
(21) the analog of H is Wo + (,ii(t) which is also real. 

The time reversal operation applied to (21) gives 

-'!!"'a*(-t) =-i[wo + (,ii(-t»)a*(-t). 
dt 

(23) 

If the (,ii(t) in (21) and the (,ii(- t) in (23) were not present, 
then time reversibility of (21) would be proved by (23). 
However, because of the presence of [P(t) in (21) and 
(,ii(- t) in (23), it is necessary that [P(t) = (,ii(- t) in order 
for time reversal invariance to obtain. 

If (,ii(t) were an ordinary, nonstochastic function, then 
[P(t) = [P(- t) would require that (,ii(t) be an even function 
of t. It will be shown that (,ii(t) is not an even function of 
t, but that (,ii(t) = (,ii(- t) anyway, because of the stochastic 
properties of (,ii(t). 

Consider the time interval from - T to + T. (,ii(t) may be 
given a Fourier representation in the interval (- T, + T) 
by 5 

(,ii(t) =6 [ak cos(w,J) + b k sin(w,J»), 
k 

(24) 

where w k = k1T IT, and the a k' S and b k' S are all independ
ent, Gaussianly distributed stochastic coefficients. Now, 
from (24) it is seen that 

(,ii(- t) = 6 [a k cos(w kt) - b k sin(w kt »). 
k 

Therefore, the equality (,ii(t) = (,ii(- t) requires that 
bk = - bk • 

(25) 

For ordinary, nonstochastic variables, X = - X implies 
X = O. For stochastic variables other possibilities exist. 
The b.,k'S are completely characterized by their Gaussian 
distrioution functlOns: 

W(b k) = (1/~) exp(b1l4A). (26) 

Two stochastic variables are equal if and only if their 
distribution functions are equal. Clearly, for Gaussian 
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distribugons such as (26) it follows that b k = - b k' 

without b k = 0 having to hold. Therefore 

[P(t) = [P(- t) (27) 

and using (27) in (23) leads to 

.!!...a*(-t) = i[wo + (,ii(t»)a*(-t), 
dt 

(28) 

which is a special case of (20), and confirms time re
versal invariance of (21). 

It should be observed that if (21) is averaged,l the re
sult is 

.!!...(P(t» = iwo(a(t» - AVz(t», (29) 
dt 

which is definitely not time reversible since the time 
reversal operation leads to 

.!!...Vz(- t)* = iwoVz(- t»* + A (P(- t»* 
dt 

(30) 

and (P (- t»* does not satisfy the appropriate time re
versed equation because of the disSipative A-dependent 
term. 

DENSITY MATRIX 

The results for the Kubo oscillator may be straight
forwardly generalized for the consideration of the den
sity matrix as follows. The time reversal operation, 
when applied to (6), leads to 

-i -~t P:e(-t) = L:el'vp:v(-t) 

(31) 

If the stochastic terms in (6) and (31) are omitted, con
sideration of (5), (7), and (20) verifies time reversal in
variance. However, the presence of the stochastic terms 
requires that 

in order for time reversal invariance to be satisfied. 
This is the density matrix analog of (27). 

(32) 

In order to check the validity of (32), (8) may be used 
to see that (32) is equivalent to 

(33) 

Therefore, it remains to prove the validity of (33). Again 
consider the time interval (- T, + T). A Fourier rep
resentation for Mae(t) is possible: 

Mae(t) =6[a~e cos(w,J) + b~8 sin(wkt»), (34) 
k 

- -
where w k = k7T IT , and the a as's and b 008' S are Gaussianly 
distributed stochastic matrix coefficients satisfying the 
conditions 

(a~eb~)=O for allk,l,O!,{3,j..L,and II, (35) 

(a~8aJ) = 2(ikIQa8I'v' (b~eb~V> = 2(ikIQa8I'v, 

These conditions lead to (4). Returning to (34) we see 
that (33) will be satisfied if and only if 

- -
b ~8 =-b~8' (36) 
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which is the analog of b k = - b k in the K.!lbo oscillator 
case. Equation (36) is true because the b~B'S are Guas
sianly distributed. Therefore, it has been demonstrated 
that (31) leads to 

i !P~B(-t) = L~B)J.vP:v(-t) +L~B)J.V(t)P:v(-t), (37) 

which is the time reversal invariant equation correspond
ing with (6). Application of the time reversal operation 
to (9), however, leads to time reversal noninvariance 
because of the dissipative R aB!! v term in (9). Of course, 
the time irreversible nature 01 (9) is already evident in 
(12) . 

SUMMARY 

It has been proved that the addition of a purely random, 
Guassian stochastic contribution to the Hamiltonian of 
a quantum mechanical system leads to a density matrix 
equation which is time reversal invariant if stochastic 
averaging is not performed, but which is time reversal 
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noninvariant if stochastic averaging is performed. The 
key reason behind this result is the special property of 
Gaussian stochastic variables that they are equal to 
their own negatives without having to be zero. This fol
lows from consideration of the distribution function for 
a Gaussian stochastic variable. 

The implications of this theory for nonequilibrium 
statistical mechanics have already been discussed in 
earlier publications. 1 ,2,3 Whether or not stochastic 
symmetry breaking of time reversal invariance has 
Significance in relativistic quantum mechanics and 
particle physics invites consideration. 

lR. F. Fox, J. Math. Phys. 13, 1196 (1972). 
2R. F. Fox, J. Math. Phys. 13, 1726 (1972). 
3R. F. Fox, J. Math. Phys. 14,20 (1973). 
4E. P. Wigner, Group Theory (Academic, New York, 1959), Chap. 26. 
5M. C. Wang and G. E. Uhlenbeck, Rev. Mod. Phys. 17,323 (1945), 

Sec. 6. 
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The ground state as well as excited energy levels of the generalized anharmonic oscillator defined by 
the Hamiltonian Hm = - d 2/ dx 2 + X 2 + AX 2m, m = 2,3, ... , have been calculated 
nonperturbatively using the Hill determinants. For the AX' oscillator, the ground state eigenvalues, 
for various values of A, have been compared with the Borel-Pade sum of the asymptotic perturbation 
series for the problem. The agreement is excellent. In addition, we present results for some excited 
states for m = 2 as well as the ground and the first even excited states for m = 3 and 4. The 
behaviour of all the energy levels with respect to the coupling parameter shows a qualitative 
similarity to the ground state of the AX' oscillator. Thus the results are model independent, as is to 
be expected from the WKB approximation. Our results also satisfy the scaling property that 
E~m) (11.)/11. I/(m+ I) tend to a finite limit for large X, and always lie within the variational bounds, where 
available. 

1. INTRODUCTION 

Recently there has been a great deal of interest in the 
analytical as well as numerical study of the one-dimen
sional anharmonic oscillator of the type Ax2m 1-7 (m 
being a positive integer). In particular, the analyticity 
with respect to the coupling constant A of the energy 
levels of the Hamiltonian p2 + x2 + il.x4 has been studied 
quite exhaustively.2,4 Interest in this type of investiga
tion stems from the belief that the nature of solutions of 
such a Hamiltonian may lead to a fuller understanding of 
an equivalent one-dimensional model Hamiltonian in 
field theory.2 In addition, it is well known that the know
ledge of the exact eigenvalues of a Ax4-anharmonic po
tential is of particular interest in molecular physics. 
We will be concerned in this paper with the determina
tion of the energy levels of arbitrary Ax2m anharmonic 
oscillators. 

To obtain the energy levels for Hamiltonians which are 
not exactly solvable, one has to use some approximate 
scheme such as a variational method or the techniques 
of perturbation theory. As is well known, rigorous upper 
bounds on the energy levels can be determined uSing a 
Rayleigh-Ritz variational method with a proper ortho
normal set of trial wavefunctions. An interesting method 
for the determination of lower bounds of these levels 
has been given by Bazley and Fox. B,9 Their procedure is 
to construct a set of exactly solvable intermediate 
Hamiltonians Hk(k = 0,1,2, ... ) such that HO < H1 < H2 
... < H(H being the exact Hamiltonian). The determina
tion of the eigenvalues of the successive Hk lead sequen
tially to the rigorous lower bounds to the eigenvalues of 
H. In particular Bazley and Fox have calculated the 
lower and upper bounds for the first five energy levels 
of a Ax 4-anharmonic oscillator. Their variational calcu
lation is based upon a five-parameter trial wave function 
of the type 

4 

:0 en Hn (x) exp(- x 2 /2), 
noO 

where Hn (x) are the Hermite polynomials. 

A perturbative calculation of the Ax 4 -energy levels, on 
the other hand, gives rise to a singular perturbation 
series. 10 From an exhaustive numerical analysis of the 
perturbation series for the ground-state energy level of 
the one dimensional anharmonic oscillator, Bender and 
Wu2 have shown that the power series in A is divergent 
for all A though each term of the series is finite. Fur
ther, they conclude that the energy level for the system 
originally defined for real positive A can be analytically 
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continued into the complex A plane and that the continua
tion has an infinite number of branch pOints with a 
limit point at A = O. Simon4 has, however, pOinted out 
that the conclusions arrived at by Bender and Wu are 
based upon" arguments of doubtful validity". He has 
studied the analytic properties of the singular perturba
tion theory for the Hamiltonian p2 + x2 + AX4 and proved 
rigorously several of the properties of the energy levels 
previously found empirically by Bender and Wu. He has 
shown in particular that the nth energy level Ef> (A) has 
a third order branch point at A = 0; further that A = 0 is 
not the only singularity of En~> (A) on the three sheeted 
surface-rather there are infinitely many singularities. 
Such perturbation series are quite common in relati
vistic quantum mechanics and the usual belief is that 
they are asymptotic in nature. It is well known in mathe
matical literature that such series can often be summed 
uniquely through the use of summability techniques such 
as the Stieltjes-Pade or the Borel methods. Simon has 
investigated the anharmonic oscillator with the general 
anharmonic term Ax2 m, rn integer and> 0 and has 
shown that the nth energy level is analytic in a certain 
region of the A plane and that the perturbation series is 
asymptotic to the value E ~m> (A). In certain cases, one 
may obtain the analytic continuation by appropriate 
manipulations on the power series. The main trouble is 
that one does not always know the location of all the 
singular points of the function being studied. This 
trouble could be avoided if we could introduce a sequence 
of approximants to the function which are invariant un
der the group of homographic transformations. One 
would expect such a sequence to converge at least as 
well as the best power series obtainable for the func
tion. The sequence of [N,M] Pade approximants has the 
property that it is invariant under the above mentioned 
group of homographic transformations. In general, a 
Pade approximation consists in replacing a power series 
by a sequence of rational functions of the form of a 
polynomial (of degree M) divided by another polynomial 
(of degree N). Loeffel et al. 3 have proved that the per
turbation series for the energy level of one-dimen
sional Ax4 and Ax6 -oscillators sums under Pade appro
ximations to the actual level. Their proof, however, is 
not known for oscillators of the type Ax2m , m > 3. 
Simon4 has calculated Ef?>(A) by converting the pertur
bation series into a series of Pade approximants for 
various values of A. In a recent communication, Graffi 
et al. 5 have shown how improved values of this ground 
state energy level for arbitrary A can be obtained by 
uSing Pade approximants to the Borel transform of the 
asymptotic perturbation series. In essence, their 
method consists in replaCing the series 
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00 

:B an zn by the Borel sum fooo e-tcp (tz)dt, 
n=O 

where CP(z) = L:~=o(anzn/n!). Within their region of 
convergence both the series are identical, but for values 
of z for which the series :B a n zn diverges, the integral 
representation gives the value of the series provided the 
integral exists for that z. To facilitate numerical com
putation, Graffi et al. used Pade approximants for CP(tz). 

We wish to point out that in addition to those described 
above, there are other methods which may be used to 
obtain approximate wavefunctions and energy levels; in 
particular, the method of difference equations may be 
mentioned. It is well known that only under special 
circumstances does the substitution of an infinite series 
for the wave function lead to a two term difference equa
tion for the coeffiCients, but a technique can be deve
loped which permits the numerical computation of the 
exact energy levels even when a three term difference 
equation is obtained. We have already applied this 
methodll to the calculation of the ground state eigen
values and eigenfunction of the .\x4 anharmonic oscilla
tor. In the present work, we consider in addition the 
application of this method to the calculation of the ground 
state and excited state eigenvalues of the general .\x2m 
anharmonic oscillator. We will discuss this method in 
Sec. 2 and apply the techniques to the .\x4 anharmonic 
oscillator. In the various accompanying tables we 
present our numerical results. In Ta ble I we give the 
ground state energy levels from .\ = 0.1 to .\ = 100, and 
compare them with the results of the Borel-Pade and 
of the variational calculations. Table II presents the 
corresponding results for the first seven excited levels 
of the .\x4 oscillator. These results are displayed in 
Fig. 1, where these eigenvalues have been plotted as a 
function of.\. An important feature of our work is that 
for large .\ our eigenvalues satisfy the condition that 
E~) (.\)/.\ 1/3 tends to a finite limit as is expected from 
the scaling property of the .\x4 anharmonic oscillator 
Hamiltonian. 4 It is worth mentioning that both the Pade 
as well as the modified Borel-Pade approximants have 
the defect that E /P (.\) becomes constant for large .\.5 We 
have also verified that our results always lie within 
the bounds obtained by Bazley and Fox,8 and that our 
results for .\ = 100 are within 10

/ 0 of the infinite .\ limit 
results for the .\x4 oscillator obtained by Schiff12 and 
Chasman13 (see Table III). 

D= 

E-1 

o 
-.\ 

2 

E-5 

o 

o 
12 

E-9 

o 
o 
30 

-.\ 

This is the well-known Hill determinant of the problem. 
Our eigenvalue problem is in prinCiple solved; now we 
only need to find the roots of D = 0, to obtain the allowed 
energy levels of the anharmonic oscillator, and substi
tute these values in the set of Eqs. (3) to evaluate the 
coefficients cn and obtain the wave functions. The 
lowest root will correspond to the ground state energy 
level and the excited levels will be given by the sequence 
of higher roots. 

It is interesting to note that if Dn stands for the 
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In Sec. 3 the generalization of our technique to arbitrary 
.\x2 m oscillators have been discussed, and in Table IV we 
present the ground-state and the first even excited state 
energy levels of the .\x2 m oscillator for m = 3 and 4. 
These results show that all the excited energy levels 
behave as 

as is to be expected from a straight forward application 
of the WKB approximation and Bohr quantization rule. 
In Fig. 2 we have displayed the behavior of the ground 
state energy levels for 111 = 2,3 and 4. 

In Sec. 4 the normalization and the overlap of the eigen
functions of the .\x4 oscillator have been discussed. 

2. EIGENVALUES FROM THE THREE TERM 
DIFFERENCE EQUATION FOR THE 
AX4 OSCILLATOR 

In this section we discuss how exact values of the energy 
levels of the anharmonic oscillator can be obtained 
without any recourse to the standard perturbation series 
and associated summability techniques. Our approach is 
essentially nonperturbative and is based upon solving the 
Hill determinant for finding eigenvalues. 

For simplicity we examine initially the level shifts of 
the even partity states and consider the differential 
equation Htf; = E tf;, where 

d2 
H = - -- + x 2 + .\x4. 

dx2 

We now make the ansatz 

00 

tf; = exp(- x2 /2):B cnx 2n • 
n=O 

Substituting this ansatz in the differential equation, we 
find that the cn satisfy the following three term dif
ference equation: 

2(n + 1)(2n + 1)cn+1 + (E - 1 - 4n)cn - ,\cn-2 = O. 

(1) 

(2) 

(3) 
The condition that a nontrivial solution for the c

n 
exist 

is given by the vanishing of the following infinite deter
minant 

(E - 1 - 4n) 2(n + 1)(2n + 1) • 

(n + 1) x (n + 1) approximant to D, then the Dn satisfy 
the following difference equation: 

Dn = (E - 1 - 4n)Dn_1 

(4) 

- 16.\n(n - t)(n - l)(n - % )Dn-3 • (5) 

To facilitate numerical calculations we extract out the 
full asymptotic behaviour of D n , writing 
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Dn = (- 1)n64n / 3An/3 

r~ + i)r(i + i)r~ + ~)r(i + l)Pn. (6) 

The recurrence relation satisfied by Pn is then 

(7) 

where 

1 
O!n = ----

6(6A) 1/3 
(8) 

Equation (7) is the basis of our numerical analysis for 
the determination of the eigenvalues. The eigenvalues 
are the zeroes of Dn , i.e., of Pn in the limit n -) OCJ. The 
lowest root of D will correspond to the ground state 
energy level and the various excited energy levels will 
be given by the sequence of higher roots. To determine 
the energy levels we therefore need to obtain the roots 
of characteristic polynomials associated with the deter
minants Pn for large n. Equation (7) affords a very 
simple procedure for generating characteristic poly
nomials of all higher degrees in a recursive way. In 
this connection we would like to point out some in
teresting properties of the characteristic polynomials p,,: 
(i) In a characteristic polynomial of any given order 
the coefficients of successive powers of E alternate in 
sign, showing that there are no real negative eigen
values. 

(ii) Near the lowest root the derivatives of the charac
teristic polynomials Pn - 1 and Pn - 3 for large n and A > a 
are of the same sign. Hence from Eq. (7) we can con
clude that for sufficiently large n, the nth order charac
teristic polynomial Pn will have a zero between the 
zeroes of Pn - 1 and Pn - 3 , showing that the lowest root of 
Pn will stabilize as n -) OCJ. Similar arguments can be 
used to establish the stability of all higher roots. 

We now search for this stable root numerically by com
puting successively the lowest zeroes of the sequence of 
polynomials" 'Pn'Pn+l>Pn+2' •..• For small values of A, 
the anharmonicity parameter, the stability sets in at 
comparatively low order polynomials and the energy 
level is given by the first few terms of the asymptotic 
perturbation series. In Table I we compare our stabi
lized values of the ground state energy level for A 
between O. 1 and 1. a with the calculations of Graffi 
et al.,5who used the Pade approximants to the Borel sum 
of the perturbation series, and with the variational 
bounds calculated by Bazley and Fox. 8 The agreement of 
our results with the Borel-Pade results is remarkable, 
as is evident from the tables. In addition, we list the 
ground state eigenvalues for A between 1 and 100. 

In Table II we present results which are entirely new
the energy eigenvalues for the first seven excited states 
of the oscillator for values of A lying between O. 1 and 
100, comparing them with the variational bounds when
ever these are available. We note that the equations 
for the odd parity eigenstates can be obtained from those 
for the even parity ones by the simple replacement 
n -) n + !. The behavior of the energy of the excited 
states as a function of A is qualitatively similar to that 
of the ground state as is evident from the plot in Fig. 1. 
For all the excited states we have studied, we find no 
evidence of any level crossing. Further, they all obey 
the scaling law of the Ax4 oscillator, i.e., Ef)(A)/A1/3 -) 
const. for large A. 
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We list these ratios (E<;) (A)/A1/3) from our results for 
A = 100 for n, the excitation level, between a and 7 in 
Table III. In the same table we also list the excited to 
ground state energy ratios (E~2)/Elf) for A = 100 and 
compare them with these ratios obtained by Chasman13 
by extending the techniques of Heisenberg matrix 
mechanics and applying it to study the general equation 
H = p2 /2 m + O! qn /n. This would correspond to the 
large A limit of the anharmonic oscillator when the 
anharmonic term would swamp out the harmonic term 
altogether. The agreement to within 1% of his results 
with ours demonstrates the rapid convergence of his 
approximation scheme. A similar result was also ob
tained earlier by Schiff12 in his discussion of the lat
tice space quantization of a A¢4 theory. 

TABLE I: Ground state energy levels of the AX4 anharmonic oscillator 
for values of A between 0.1 and 100. ,~2) are the results of the present 
calculation, 'op are the results of the Borel-Pade method (see Ref. 5) 
and, 0"0 yare the variational bounds obtained by Bazley and Fox (see 
Ref. 8). 

A E~2) 

0.1 1. 065 285 509 543 71 

0.2 1. 118 292 654 367 03 

0.3 1. 164 047 157 353 84 

0.4 1. 204 810 327 372 49 

0.5 1. 241 854 059 651 49 

0.6 1. 275 983 566 342 55 

0.7 1. 307 748 651 12003 

0.8 1. 337 545 208 148 17 

O. 9 1. 365 669 825 784 43 

1.0 1. 392 351 641 530 29 

A , (2) 
a 

2 1. 607 541 302 468 54 
3 1. 769 588 844 28039 
4 1. 903 136 945 459 00 
5 2.01834064936531 
6 2.120 532 929 394 27 
7 2.212 914 211 174 15 
8 2. 297 577 828 252 07 
9 2.375 978 549 783 10 

10 2.449174 072 11838 

10 20 '0 40 

'BP Eo/I), r 

1. 065 285 509 543 70 1. 065 286 
1. 065 278 

1. 118 292 654 35(85) 1. 118 293 
1. 118 255 

1. 164 047 157 0(754) 1. 164 055 
1. 163 987 

1. 204 810324 (7674) 1. 204 848 
1. 204 738 

1. 241 854 04(6 6782) 1. 241 957 
1. 241 746 

1. 275 983 5(21 8545) 1.276195 
1. 275 773 

1. 307 748 5(31 5493) 1. 308 110 
1. 307 324 

1. 337 544 9(37 0465) 1. 338 096 
1.336760 

1. 365 669 2(83 1623) 
1. 366 442 
1. 364 349 

1. 392 350 (653 6791) 
1.393371 
1. 390 301 

A E (2) 
a 

20 3.009 944 815 557 78 
30 
40 
50 
60 
70 
80 
90 

100 

50 60 

x .... 

3.410 168 532 636 82 
3.731 391 602 053 10 
4.003 992 768 277 62 
4.243 081 446 423 64 
4.457408192303 19 
4.652 551 847 306 33 
4.832 314 406 233 05 
4.999 417 545 137 58 

70 80 

", E, 

90 100 

FIG. 1. The ground and excited energy levels E ~2) of the AX" oscillator 
as a function of the anharmonicity parameter A. 
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TABLE II(a): The even excited energy levels for the A.\"4 oscillator along with the variational bounds of Bazley and Fox (see Ref. 8) for A 

between O. 1 and 1. O. 

A E 2var 
E ?) E4 var 

E,f) E6 var 
Elf) 

0.1 5. 748 178 11. 100 38 17.51524 
5.747 9592 11. 0985956 16.954 7946 

5. 746 596 10.953 33 16.172 79 
6.278 820 12.480 16 21. 873 39 

0.2 6.277 2486 12.440 6018 19.315 6799 
6.260404 12.225 85 16.90845 
6. 708 557 13. 678 53 26.41021 

0.3 6.705 7193 13.488 8813 21. 123 9549 
6.655 885 13. 259 90 17.64313 
7.075869 14.828 28 31. 030 13 

0.4 7.072 5987 14.368 9125 22. 626 4770 
6.979 830 14.03037 18.63119 
7.400376 15. 968 21 35.692 20 

0.5 7.396 9006 15.136 8457 23.929 0872 
7.258083 14.554 30 19.88068 
7.694107 17.11054 40.378 15 

0.6 7.689 5652 15.823 5054 25.088 5173 
7.505 763 14.906 30 21. 000 00 
7.965 074 18.25889 45.078 85 

0.7 7.957 5684 16.447 9293 26.1392565 
7.732 038 15.155 26 21. 00000 
8.218847 19.413 90 49.78925 

0.8 8.205 6773 17.0228270 27. 104 0690 
7.942 661 15.34432 21. 00000 
8.459408 20.57519 54.50637 

0.9 8.4373184 17.5571690 27. 998 8825 
8. 141 353 15.497 81 21. 00000 
8.689 663 21. 742 03 59.228 33 

1.0 8.655 0499 18.057 5574 28.835 3384 
8.330 586 15.629 53 21. 000 00 

(b): The odd excited energy levels of the ,\-1:4 oscillator for A between 0.1 and 1. O. 

A E j2) E (2) 
:1 

E (2) 
5 

E (2) 
7 

O. 1 3.306 87201 8.352 67782 13.969 9261 20.043 8636 
0.2 3.53900528 9.257 76561 15.799 5344 22.974 6311 
0.3 3.73248427 9.97531279 17.212 9823 25.203 9616 
0.4 3.901 08705 10.582 5370 18.392 6790 27.049 8140 
O. 5 4.051 93232 11. 115 1542 19.4182957 28.646 5303 
0.6 4.189 28397 11. 593 1472 20.332 9777 30.065 5424 
0.7 4.315 93924 12.0290158 21. 163 1324 31. 350 0478 
0.8 4.433 85153 12.431 1826 21. 926 2749 32.528 4506 
0.9 4.544 44891 12.805 6348 22.634 7055 33.620 5672 
1.0 4. 648 81270 13. 156 8038 23.297 4414 34.640 8483 

(c): Even and odd excited levels for the Ax4 oscillator for A between 1 and 100. 

.\. E~2) E~2) E (2) 
3 

2 5.4757845 10.358 583 15.884 807 
3 6.086 8964 11. 600 658 17.859316 
4 8.585 7356 12.607 761 19.454 646 
5 7.013 4791 13.467 730 20.813 966 
6 7.391 3260 14.225 181 22.009467 
7 7.731 8318 14.906304 23.083 323 
8 8.043 1313 15.527 960 24.062 594 
9 8.3308363 16.101 721 24.965808 

10 8.599 0034 16.635 921 25.806 276 
20 10.643 216 20.694 111 32.180293 
30 12.094 733 23.565 623 36.682 747 
40 13.25.6 904 25.860921 40.278829 
50 14.241 707 27.803 962 43.321 550 
60 15.104567 29.505 240 45.984800 
70 15.877 488 31. 028 414 48.368 661 
80 16.580824 32.413 919 50.536 658 
90 17.228425 33.689 233 52.531 933 

100 17.830192 34.873 984 54.385 291 

3. EIGENVALUES OF THE Ax2m ANHARMONIC 
OSCILLATOR 

In this section we would like to discuss how our Hill
determinant method could be utilized for the general 
anharmonic term .\.x2m. Detailed numerical evaluation 
of the eigenvalues and eigenfunctions for this general 
anharmonic case has not been previously performed. 
Simon has pOinted out that in the general case the per
turbation theory is again singular and converges to the 
exact eigenvalues only asymptotically. It is also not 
known whether the various [N,Mj Pade approximants of 
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E (2) 
4 

E (2) 
5 Elf) E (2) 

7 

21. 927 166 28.406 278 35.268098 42.472 870 
24.715 035 32.075 093 39.876 587 48.073 337 
26.962 551 35.028 264 43.581 912 52.572 250 
28.874 996 37.538 815 46.729 704 56.392 169 
30.555406 39.743 353 49.492 502 59.743 658 
32.063 806 41. 721 298 51. 970 463 62.748 807 
33.438 623 43.523 422 54.227 549 65.485 519 
34.706 127 45.184 396 56.307 403 68.006918 
35.885 171 46.729 080 58.241 298 70.351 051 
44.817 502 58.422 969 72.873 817 88.080202 
51. 120 398 66.668459 83.185 793 100.56924 
56.151 981 73.248 553 91. 412 909 110.531 31 
60.408032 78.813 286 98.369454 118.953 88 
64.132 529 83.682 335 104.455 68 126.322 12 
67.465802 88.039 491 109.901 63 132.914 84 
70.496898 92.001319 114.853 18 138.908 77 
73.286 248 95.646 946 119.40932 144.423 85 
75.877 004 99.032 837 123.640 69 149.545 65 

the divergent perturbation series in the general .\.x2 m 

case converge at all to the actual levels. The construc
tion of the various Pade approximants in this case be
comes extremely involved and the various successive 
coefficients in the perturbation series grow enormously 
fast. Nonetheless, the Borel summability method can 
still be utilized, again the evaluation of the energy level 
requiring an analytic continuation of the Borel series 
through the construction of various Pade approximants. 
Again, it is not known at all whether the Pade approxi
mants of the Borel sum of the perturbation series con
verge. 
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TABLE III: The ratios (EJ2l / Ef'l) are the results of Chasman.l 3 We 
compare them with our values of ~<;l / E\?) and the converged values of 
(EJ2¥1o.1/3) for 10. = 100. 

n (EJ2l!Ef'l)", EJ2l/ Ef'l EJ2l/Io.1/3 

0 1 1 1. 07 
1 3.58 3.57 3.84 
2 7.04 6.98 7.51 
3 10.98 10.88 11. 7 
4 15.31 15.18 16.3 
5 20.01 19.81 21. 3 
6 24.99 24.73 26.6 
7 30.24 29.91 32.8 

We can very easily avoid all these analytic as well as 
numerical difficulties in the calculation of the energy 
levels for the i\x2 m oscillator by a straightforward 
generalization of the difference equation and the asso
ciated Hill-determinant technique used for the i\x4 oscil
lator. It is of particular interest to note that if we 
assume again the same ansatz [Eq. (2)] for 1/1 in the case 
of the Hamiltonian 

d2 
H = - - + x 2 + i\x2m, 

dx2 

the associated (n + 1) x (n + 1) determinant Dn(m) , for 
the even parity solutions, satisfies a three term dif
ference equation, viz., 

D (m) = (E _ 1 _ 4n)D (m) 
n n-1 

+ (- 1)m+1i\22mn(n - ~)(n - 1)(n -~) 

... (n - m + 1)(n - m + ~)D~:'~_1 • (9) 

Thus the problem of eigenvalue determination in this 
general case reduces to finding the roots of Dn(m) = 0 
when n -7 OCJ as in the case of the i\x4 oscillator. As an 
application of our method, we have obtained the ground 
state and the first even excited state eigenvalues of the 
i\x2 m oscillator for m = 3 and 4. Our results are dis
played in Table IV. In Fig. 1 we have plotted for com
parison the ground state eigenvalues for m = 2,3 and 4. 
The behavior of the various characteristic polynomials 
and the convergence of roots follow the same pattern as 
discussed in the case of the i\x4 anharmonic oscillator. 
Our solutions are consistent with the scaling propert y 
that E£m)(i\)/i\1/(m+1) -7 const. for large i\. It may also be 
noticed that convergence of the eigenvalues for any fixed 
i\, to any specified degree, occurs at higher and higher 
order of the truncated determinant both for increasing 
m as well as increasing n-an aspect which is reflected 
in the entries of Table IV. 

It is interesting to mention here that numerical com
putations by Graffi, Greechi and Turchetti (see Ref. 5) 
suggest that Pade does not converge to the eigenvalues 
for an x 8 oscillator, however the mixed Borel-Pade 
method converges. 

4. NORMALIZATION AND OVERLAP INTEGRAL 

Before concluding this paper we would like to make a 
few observations on the nature and normalization of the 
wavefunctions. In our earlier paperll we have shown by 
solving the recurrence relation for the c n for large n 
that the wave functions, for the ground as well as for the 
excited states of the i\x4 oscillator, are entire functions 
for all i\.14 In fact we obtained bounds on our wave func
tions which clearly established the asymptotic norma
lizations of our wavefunctions. We have now carried out 
a numerical investigation of the amount of normalization 
and the extent of orthogonality of the wave functions by 
evaluating the appropriate overlap integrals for the i\x4 
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oscillator. To carry out the overlap and normalization 
integrals we use the expression 

00 

I/I k (X) = exp(- x 2/2) ~ cAk)(Ek, i\)X2n, (10) 
n=O 

SO that 
00 

Ikl = Joo I/Ik (x) 1/1 I (x)dx = 
-00 

~ C~k)(Ek,i\)Cf;/(EI ,i\) 
n,m=O 

X r(n + m + ~). (11) 

Equation (11) is evaluated numerically by truncating the 
double sum at n = m = N. The coefficients Cn(k) (E k' i\) 
are evaluated for a given i\ by using the recurrence rela
tion of Eq. (3) with Ek set equal to the values correspond
ing to the roots of the characteristic polynomial Pn , de
fined in Eq. (7), for n = N. We find that for values up to 
N = 40 a stable value of the ratio of the overlap and 
normalization integrals occur, i.e., 

Ikl 
~ 10-14 , 

(Ikk Ill) 1/2 

TABLE IV: The ground state and first even excited energy levels for 
m = 3 and 4 for 10. between 0.1 and 100. 

10. E/r> E?) Ef,4) E~4) 

0.1 1. 109 0870 6.644 391 1. 168 7.639-40 
O. 2 1. 173 8893 7.381 647 1. 240-1 8.452-3 
0.3 1. 223 6871 7.909026 1.291-2 9.001-2 
0.4 1. 265 0993 8.330 571 1. 332-3 9.426-7 
0.5 1. 300 9869 8.686 393 1. 367-8 9.776-8 
0.6 1. 332 8959 8.996 752 1. 397-8 10.077-9 
0.7 1. 361 7725 9.273 480 1. 423-4 10.342-4 
0.8 1. 388 2449 9.524 158 1. 447-9 10.580-1 
0.9 1. 412 7543 9.753 966 1. 470-1 10.795-7 

1 1. 435 6246 9.966 622 1. 490-1 10.993-4 
2 1. 609 9319 11.54393 1. 640-3 12.41-3 
3 1. 732 8571 12.623 40 1. 742-5 13.36-8 
4 1. 8304373 13.467 06 1. 822-6 14.08-9 
5 1. 912 4538 14.169 09 1. 888-92 14.67-8 
6 1. 983 7805 14.775 27 1. 945-9 15.181-9 
7 2.047 2390 15.311 65 1. 994-9 15.625-31 
8 2.104 6259 15.794 62 2.038-44 16.020-8 
9 2.157 1630 16.235 20 2.078-85 16.380-6 

10 2.205 7232 16.641 21 2.115-22 16.707-15 
20 2.564 6446 2.383-91 
30 2.809 3811 2.560-9 
40 3.0003148-57 2.69-70 
50 3.1590208-15 2.80-1 
60 3.295 9516-22 2.90-1 
70 3.417 0453-61 2. 98-9 
80 3.5260301-10 3.06-7 
90 3.625 4144-53 3.12-3 

100 3.716 9743-50 3.18-9 

4 

, 
W 

1L-______ L-____ ~~----~~----~~----~~~ 
o 10 20 30 40 50 

A-
FIG. 2. The ground state energy levels Ef,m) of the Io.x 2 m oscillator for 
»l = 2,3 and 4 as a function of the anharmonicity parameter 10.. 
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showing the approximate correctness of the behavior of 
the eigenfunctions of the energy levels in our calcula
tions. This numerical evaluation of the overlap integrals 
can of course be done for large N, however the numeri
cal estimates become unreliable beyond typically N = 40 
for low A. This is because some of the terms involved 
in Eq. (11) become exceedingly large due to the presence 
of the gamma function and cancellation between such 
terms leads to large round off error even with double 
precision arithmetic on the computer. 

5. CONCLUDING REMARKS 

We have developed a procedure for a straight forward 
evaluation of the eigenvalues of the generalized AX2 m 

anharmonic oscillator. The essence of our method con
sists in discovering a suitable basis within which the 
Schrodinger equation for such an anharmonic oscillator 
reduces to a difference equation involving only three 
terms. The condition that the set possesses a nontrivial 
solution is given by the vanishing of an infinite tri
diagonal determinant. Our calculational scheme consists 
of requiring the truncated (n x n) determinants of suc
cessive orders to vanish. Their tridiagonal form per
mits a simple recursive generation of the corresponding 
characteristic polynomials whose roots we determine 
numerically. The sequence of lowest roots of the suc
cessive polynomials for increasing n, oscillates about 
the true lowest eigenvalue with decreasing amplitude. 
The eigenvalues corresponding to the excited states are 
limits of similar sequences of the higher roots of these 
polynomials. It bears pointing out that the sequence of 
approximants to the true eigenvalue do not form a mono
tonic sequence as is the case in a Rayleigh-Ritz calcula
tion, or the Bazley-Fox calculation with intermediate 
Hamiltonians. In fact if a variational calculaton were 
attempted with a nonorthogonal basis such as we have 
used, the resulting matrix would be entirely different
none of its elements would be zero, in contrast to the 
simple tridiagonal form we obtain. The evaluation of 
the eigenvalues of such a matrix would be entirely un
tractable and no statement could be made about the con
vergence of the sequence of eigenvalues. 

Although our method is applicable to the general an
harmonic oscillator we present results for the ground 
state and seven excited states for rn = 2, and only 
ground states and the first even excited state for 
rn = 3 and 4. Calculations for larger rn were not 
attempted in view of the large amount of computer time 
required in order to get even three figure stability in 
the computed eigenvalues. The nature of the dependence 
of the eigenvalues of all the states that we have investi
gated are qualitatively similar, in agreement with the 
conjecture made by Bender 7 on the basis of his WKB 
solutions. 

Further, we wish to pOint out that in our method unlike 
the Pade and the Borel-Pade summability techniques, 
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no preliminary perturbation series needs to be con
structed. In fact, the accuracy of these techniques is 
crucially restricted by the accuracy to which the coeffi
cients of the perturbation series are known. Further
more, we can evaluate all the excited energy levels and 
the corresponding eigenfunctions simultaneously, where
as a separate perturbation series for each excited state 
has to be developed before the Pade or Borel-Pade 
methods can be applied. Our results can be taken as 
further empirical evidence of the rapid convergence of 
the Borel-Pade technique for the ,\x4 oscillator. 

Finally, we note that the method we have used can also 
be applied to a model one dimensional nonpolynomial 
interaction Lagrangian of the kind Ax2 /(1 + gx2 ). The 
perturbation theory for such a Lagrangian presents 
difficult problems both in prinCiple and in actual com
putation, however, our method applies in a straight for
ward way for the numerical computations of eigenvalues 
and eigenfunctions. The interest in such a system 
derives from quantum field theory: the Schrodinger 
equation with such an interaction Lagrangian is the ana
logue of a zero-dimensional field theory with a non
linear Lagrangian, of a kind which currently finds ex
tensive use in elementary particle physics. Our method, 
applied in conjunction with perturbation theory, may be 
expected to answer questions related to finiteness or 
otherwise of mass renormalization in such a model non
linear field theory and the nature of the perturbation 
series. We hope to answer such questions in a future 
investigation. 
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We discuss the standard dimensionality formulas for irreducible representations of continuous Lie 
groups SU(n), O(n), and Sp(n). Every Young diagram describes not only an irreducible 
representation of any of the groups SU(n), O(n), and Sp(n) of dimension n, but it also describes 
an irreducible representation of the symmetric group S N' where N is the number of boxes in the 
diagram. This property of a Young diagram leads to the factorization of the dimensionality formulas 
for irreducible representations of any of these continuous groups into two factors. One factor which 
depends upon the dimension n of the group appears as a polynomial (with integral roots) of degree 
N. If we choose the leading coefficient of this polynomial as unity, the other factor turns out to be 
just 1/ N! times the dimensionality of the associated irreducible representation of the symmetric 
group on N symbols. The polynomial depends upon the type of the group under study, i.e., whether 
it is an SU(n) or O(n) or Sp(n). We also give simple recipes to read the dimensionality of the 
representations of these groups from the Young diagram following our formulas. 

1. INTRODUCTION 

We start by considering the general group of linear 
transformations GL(n} in an n-dimensional space Rn' A 
vector x in space Rn undergoes transformation 

x'=ax or x(=airj (i,j=1,2, ..• ,n) (1) 

and a tensor of rank a transforms like the product of a 
factors a x a X· •• x a. These tensors form a vector 
space of n ex dimension and constitute the basis for a rep
resentation of the group GL(n}. This representation 
can be reduced into irreducible representations by using 
the permutation operators (Young symmetrizers). Each 
of these irreducible representations of GL (n) is des
cribed by a Young diagram with pattern [A] = rA!> A2' 
••• ,,>,,,] where Al 2: A2 2: ••• 2: ,>", 2: 0 aridL7=1 Ai is the 
Number N of blocks arranged in r rows. The pattern 
reflects the particular symmetry type of the associated 
irreducible tensor. The dimensionality d[A] of ill of 
GL(n},which is the number of independent components of 
irreducible tensors of definite symmetry type, is given 
by the Weyl formula (1): 

D(I1' Zz, .•• , In) 
d [A] = ----:-----:,--::-=--:-------=--:-::; 

D(n - 1,n - 2, ... ,2,1, O} 

n 1 n 
= IT . I) (l. - 0, (2) 

;=1 (n - i}1 }=."1' J 

where Ii = A; + n - i and D(ll' Zz •• • In) = IT;<j .(li - Ij) and 
(as always in this paper) an empty product like IT~+1 is 
taken as 1.1. 2 

For the general GL(n}, there is no restriction on the 
matrices a. If, however, we do put restrictions like rea
lity, unitarity, and unimodularity, we can realize sub
groups RL(n}, SL(n}, U(n}, and SU(n} of the group GL(n). 
For all these subgroups the dimensionality formula (2) 
does not change, because the irreducible representa
tions of GL(n} remain irreducible as we go to these 
subgroups. 

We may note in passing that for GL(n} and its su.bg:oups 
mentioned above, the following identities are sahsfled: 

1196 J. Math. Phys., Vol. 14, No.9, September 1973 

drS n] = 1, 

d[A1' A2' •. "~] = d[Al + S, ... ,,>,,, + S] (S an integer) 

= d[A1 - ~,A2 -,>"" ••• ,A,,-1 - A", 0] 

= d[Al - A", Al - A,,-1' ... , Al - A2]' 

When we go to the orthogonal subgroup O(n), the irre
ducible representations of GL(n) in general do not re
main irreducible. The reason is that, in addition to the 
operation of symmetrization which one uses to construct 
irreducible representations of GL(n}, a new operation 
of contraction appears which commutes with the ortho
gonal transformations and further reduces the repre
sentation. The resulting irreducible representation 
(after symmetrization and contraction have been per
formed) can still be associated with a Young diagram 
with pattern described as before by [A] = [A l' A 2' ••• , A,,] 
with Al 2: A2 2: ••• 2: A" 2: 0 and Al + A2 + ••• +,>", = 
N, N being the number of boxes in the diagram. How
ever, for O(n} only those diagrams are permissible for 
which the sum of lengths of the first two columns is 
:s n. Also the permissible associated patterns (with 
first column having I.L and n-I.L boxes) have the same 
dimensionality. The associated patterns when different 
correspond to equivalent representations of the sub
group SO(n}. 

Representations of O(n} corresponding to self-associa
ted diagrams, which occur only when n is even, split 
into two nonequivalent irreducible representations of 
equal dimension of the subgroup SO (n) 3. Thus to com
pute the dimensionality of an irreducible representa
tion of O(n}, we can restrict ourselves to the patterns 
[A 1> A2' ••• , Ak] where k = n/2 if n is even and k = 
(n - 1}/2 if n is odd. 
The dimensionalities of irreducible representations of 
SO(2k) and SO(2k + 1} are given respectively by4 

d[A] =.!. A 2 . n (Ii -lj)(l; + Ij) (3) 
2 ;=1 (2k - 2i)! }=,+1 

and 
k (2l; + 1) k 

d[A] = IT . I) (Ii -I)(l; + lj + 1), 
;=1 (2k - 2i + 1)! }=.+1 

(4) 

where Ii = A; + k - i 
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Next we pass on to the symplectic group Sp(n)5. The 
procedure for obtaining its irreducible representations 
is very similar to the method used for the orthogonal 
groups. However, the diagrams described by patterns 
having more than n/2 rows are not permissible, and 
consequently we are restricted to the patterns [AI' 
A2'" .Ak] where k = n/2. The dimensionality formula 
for SP(2k) is 

k (Zi + 1) 
d[A] = n 

;01 (2k - 2i + 1)1 

with 

Ii = \ + k - i. 

Lastly a word about the symmetric group SN which is 
the group of all permutations on Nsymbols. This group 
plays quite an important role in physics. Whenever we 
deal with a system of N identical particles, the total sym
metry of the Hamiltonian will contain the group SN' 
Also the classification of atomic and nuclear states de
pends essentially on the 'properties of the symmetriC 
group. Besides, the knowledge of finding the irreducible 
representations of SN is used as a tool for constructing 
irreducible representations of other groups. 

Each irreducible representation of SN is associated 
with a Young pattern [A 1,A2"" ,>..,.] where Al ~ A2 ~ .•• 
~ Ar ~ 0 and Al + A2 + ... + >..,. = N, the dimensionality 
being given by the formula 6 

d[A] = N!D(lv 12' ..• , ly)/II! 12!" • V, 
where 

Ii = \ + r - i. 

(6) 

It is interesting to observe that a Young diagram simul
taneously describes an irreducible representation of 
various types of groups SU(n), O(n), and Sp(n). However 
what is more interesting is the fact that each pattern 
describing an irreducible representation of any of these 
groups is necessarily associated with an irreducible 
representation of some symmetriC group SN' where N 
is the number of the boxes in the diagram. This ever
presence of the symmetric group in the background of 
any of the groups SU(n), O(n), and Sp(n) is suggestive. 
One is tempted to speculate that all irreducible repre
sentations of the said groups exhibit two facets of be
havior, one corresponding to the type of the group and 
the other corresponding to the shape or' pattern of the 
Young diagram the latter being related with some sym
metric group. 

Here in this paper we shall be interested in investiga
ting this dichotomous character of a Young tableau in
sofar as the dimensionality of an irreducible represen
tation of the groups SU(n), O(n), and Sp(n) is concerned. 
The dimensionality formulas depend both upon the di
mension of the group and the symmetry type of the pat
tern that describes the irreducible representation. A 
question arises: Can one factorize the dimensionality 
expression into parts such that the part which is inde
pendent of the group dimension stands separate from 
the other? The answer is found in the affirmative. Pie
tenpol and Speiser 7 exhibited this feature for the case 
of SU(n) group. We have extended the argument to other 
groups as well. The part which is dependent on the 
group-dimension n turns out to be a polynomial in n. 
Once this polynomial is chosen to have the leading coef
ficient unity, the bcrroup-dimension-independent part is 
found to be the same for all the groups SU(n) , O(n) and 
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Sp(n). This part is equal to 1/ N! times the dimension
ality of the associated irreducible representation of the 
symmetric group SN' where N is the number of boxes in 
the diagram. 

2. RECASTING THE DIMENSIONALITY FORMULAS 

The dimensionality formulas of irreducible represen
tations of the groups SU(n), SO(2k), SO(2k + l)and Sp(2k) 
are given by Eqs. (2), (3), (4), and (5). We try to recast 
them in a form such that the part which is independent 
of the dimension of the group stands separate from the 
rest. The procedure to do this is straightforward. We 
first describe the argument which is generally valid. 
We try to split the i product into two parts i > rand 
i::::: r and compute the i > r part explicitly. Clearly this 
is only necessary when r < upper limit of any summa
tion. In this case, for each i > r, the terms in the pro
duct reduce to unity. This part of the argument fails 
only for the group SO(2k) where (note that r < k), for 
i = k, the product reduces to 2 (and not 1) and enables 
us to cancel the factor t outside (note also that, in the 
above argument, empty products are always taken as 1 
in accordance with the convention described before). 
For r = k, the factor t can again be cancelled in SO(21<) 
formula by considering 0(2k) in place of SO(2k) where 
such patterns are self-associated. 

Next we break the j product in the same way and note 
that the product of the terms with j > r can be computed 
to yield a simple i-dependent expreSSion consistent 
with our convention. As a result we obtain dimensiona
lity formulas as summarized below: 

SU(n), d[A] = C IT (_A-=-i _+_n_-_i)_! 
i o l (n - i)! ' 

O(n), 
r (A' + n - r - i - 1)! 

d[A] =C IT -' ---,----
i o l (n - 2i)! 

r 

(7) 

Xn(A.+A.+n-i-j), (8) 
jol' J 

Sp(n), 

where 

r (Ai + n - r - i + 1) ! 
d[A] = C ,.1]1 ( ) n - 2i + 1 

r 

X IT (A. + A· + n - i - J' + 2) (9) 
joi+l ' J ' 

y 1 r 

C = IT . I) (Ai - AJ. - i + j). (10) 
i ol(Ai+ r -i)! )0,+1 

At this stage we wish to prove that in formulas (7)-(9) 
the n-dependent parts multiplying C are all polyno
mials in n with leading coefficient unity. This is mani
fest in Eq. (7). To prove it for the remaining two equa
tions, we note that C is a fixed rational number for 
each pattern. In fact it is just l/N! times the dimen
Sionality of the associated representation of the sym
metric group SN' Since on the left-hand sides of these 
equations we have functions of n which take integral 
values for n = 0, 1, 2, ..• , the n-dependent parts must 
be polynomials in n. Thus all the factors in the deno
minators must cancel some of the factors in the 
numerators. This cancellation, which, unfortunately, 
does not seem to be easily expreSSible, will be pre
sented elsewhere. However, we note that the split in 
these equations is such that the n-dependent polyno
mials are chosen with the leading coefficient unity. With 
this choice the other factor turns out to be the same C 
in all these cases. 
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We wish to emphasize that not only we have been able 
to obtain an affirmative answer to the question raised 
in the introduction, but we have also been able to ex
press the two apparently different type of formulas for 
SO(2k + 1) and SO(2k) into a single formula for O(n). 
Also from computational point of view, our formulas are 
far superior. 

Incidentally the degree of these polynomials is equal to 
N, the number of boxes in the diagram. 

The determination of the C part which is common to all 
the groups poses no problem because, as mentioned be
fore, it is liN! times the dimensionality of an irredu
cible representation of the associated symmetric group 
SN for which a thumb rule is known.s For the other 
parts, however, we deal with the various groups separa
tely and give the following recipes for them. 

SU(n) 

We allot the boxes of the Young diagram numbers start
ing with n in the top left- hand corner and then increas
ing or decreasing by unity as we move along a row or 
down a column, respectively. The polynomial in n is 
simply given by the product of numbers allotted to the 
boxes of the diagram. 

For the groups 0(2k), 0(2 k + 1), and Sp(2k), the group
dimension-dependent parts are not so simple. They 
themselves consist of two parts. The second part which 
involves sums of the type (Ii + lj) is calculated by first 
writing alll 's and then taking a product of terms involv
ing sums of any two l's consistent with the variation of 
i and j. For the first part we can have the following 
thumb rules. 

O(2k) and O(2k + 1) 

Like SU(n) group, we do the numbering of the boxes in 
the diagram starting this time with R = n - r - 1 in 
the top left-hand corner. Next we define a principal 
pattern [r, r - 1, ... ,1] of r rows. 9 Now we look at the 
given diagram. If it is a principal pattern, the expres
sion immediately reduces to unity. If otherwise, we 
proceed to mark out in the given diagram a principal 
part of r rows (complete the pattern to the prinCipal 
form if necessary) and observe that this part is given 
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by a product of R 's corresponding to the boxes which 
are in excess of the prinCipal pattern divided by those 
R 's corresponding to the boxes that are short of it. 

Sp(2k) 

For this group, the procedure is exactly the same as for 
O(2k) and O(2k + 1) except that now R = n - r + 1 and 
the principal pattern of reference is of r - 1 rows. 

Note added in proof: We are thankful to Dr. R. C. King 
for pointing out to us that he had independently obtained 
the results contained in our paper earlier and published 
them in Can.J.Math.33, 176 (1972). 
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It is shown for a large class of domains that the bilinear forms associated with formal expressions of 
the type J h (x )a"t (x) . .. . a8x )a" (x) . .. a" (x )dx define closable operators if and only if p, 
qf{O,I). 

I. INTRODUCTION 

Formal products of conventional annihilation and crea
tion operators taken at the same point arise in numerous 
quantum field problems. In particular the special fea
tures of ultralocal quantum field theory1 lead one to 
consider expressions of the form 

(h (x)a t (x)··· at (x)a (x)··· a (x)dx, J' sp Sl tIt q 

where a s (x) and a~ (x) are conventional (Fock repre
sentation) annihilation and creation operators with a 
distinguished vector n, such that 

(1) 

for all s = 1, ... ,M ~ CIJ and all x E R. In this paper we 
consider the problem of determining when such pro
ducts lead to closable operators. Since one expects 
the Hamiltonian to be represented by a closable opera
tor, restrictions on the expressions (1) can be inter
preted physically as the restrictions on the nature of 
the allowable interactions. Our results confirm the 
heuristic expectation2 that Eq. (1) can be interpreted 
as a closable operator if and only if p ~ 1 and q ~ 1, 
i.e., if (1) is at most bilinear in the fields a~(x) and 
at(x). 

Special techniques have been used3 to study expressions 
of the form (1) in the case of Bose commutation rela
tions for a and at. Here we exploit more general tech
niques appropriate to either Bose or Fermi commuta
tion relations, or even to a combination of such fields. 
Bosons and fermions can be treated uniformly if we 
write the commutation relations as 

as(x)as(x/) - Esas(x/)as(x) = 0, 

a s(x)a~ (x') - E sa~ (x/)a s (x) = li(x - x'), 

where E s = 1 for a boson and E s = - 1 for a fermion. 

In addition, a boson field commutes with any other (Le., 
different spinor indices) field, while any two different 
fermion fields anticommute. 

We first prove the theorem on a specific dense domain 
~, defined below, and then show how our results arise 
under less restrictive assumptions in Sec. 4. 

II. THEOREM 

In order to study expressions of the form (1), we look 
at the corresponding bilinear forms on Fock space i3', 
which are always well defined, even if not well behaved, 
Le., arise from closable operators. We write the Fock 
space vectors as 

of> = ('Po, CPI! ... , CPn •.. ) E iY, 
and let 

~ = {of> in iY: CPn is a continuous function with compact 
support and :=i an Nq, such that CPn = ° if n > Nq,}. 
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For any real continuous function h (x) wtih compact 
support we define the bilinear form f;:: as 

00 

f;::(of>,~) = 0 AnJh(x) 
n=p 

x (cpn (xs 1'" XS p' x1r 1'" xn_prn_p), 

l/In -p+q(xt l' .. xt q' x 1r l' .. Xn _pr n_p)dx, (2) 

An = ..jn(n - 1)' .. (n - p + 1) ..j(n - p + q) .•. (n - p + 1). 

The forms can be defined for a rather large domain 
~(j;p which we do not specify. In our study we merely 
reqUlre ~(j;::) ::::> ~ and note that this can always be 
satisfied; e.g . .!;; can be extended to 

J 4>: n~ p An JI h (x) I ( CPn (XS l' •• XS P' X 1 r l' •• Xn -pr n -p), 

CPn (XS l' •• XS P' x 1r l' •. Xn _pr n _p)dx < <Xl f· 
We want to know when fff:: defines a closable operator 

e~J with ~(j;::)::::> ~(e~~) = ~ such that 

ftl(of>,~)=<of>,e~~1J1) 'V'of>,~in~. (3) 

The result we obtain is contained in the following. 

Them-em: The formf;: defined by (2) determines 
a closable operator e~~ satisfying (3) if and only if 
p, q E {0,1}. 

The most general field operator constructed in the 
manner described is thus given formally by: 

C + '£Jgs(x)a~(x)dx 
s 

+ 6 Jh t(x)at(x)dx 
I 

+ '0 Jk s I(x)a!(x)a l (x)dx. 
sl 

III. PROOF 

(4) 

In our treatment, most of the symmetry of the problem 
is contained in the choice of Fock space iY, Le., in the 
(mixed) symmetry of cP n' l/I n' Therefore, we will, for 
Simplicity, drop explicit reference to the index variables. 
At appropriate pOints, we will indicate what changes, if 
any, occur because of the indices. 

We present the proof in several parts: 

(a) We first note that it follows from the Riesz 
representation theorem that f(u, v) defines an operator 
A with domain ~(A) such that f(u, v) = <U,Av) if and 
only if u ~ f(u, v) is continuous on ~(A) for each fixed 
v in ~(A) c ~(j).4 In particular, if If(u,v)l~ cvllull, 
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there exists a unique x such that f (u, v) = (u, x) and 
Av = x. 

(b) We show that p cannot be > 1 by constructing a 
sequence ¥' such that 41 K ~ 0, but fp (41 K, >It) ~ R ;" 0 if 
P ;" 0, 1. Let the sequence 41 K be defined as follows: 

~ (~ ~ 
cf> = 0,0, cP 2' ••• , cP N' 0, 0, ... ) E 'Il, 

K '1 -K<>,,_x,)2~ ( ) 
CPn = .1 e 'J CPn xli ••• ,xn , 

.<] 

cf>K = (0,0, cpfi, ••• , CP~ 0, 0, ... ). 

Then cf>K is in 'Il for all K ~ 0 and 

lim (lK = O. 
K-+oo 

Therefore, if fpq defines an operator, then fpq(cf>K, >It) 
-'; K-+OO 0 for eacli fixed \)! in 'Il. But 

fpq(cf>K, >It) = A pjh(x)~;(x, • '," X) 1/1 q(x, ••• , x)dx 

+ t jh(x/ne-KP(x-x)2 ne-K(x;-xj )2 
n=p+l \, '<J 

x ~n (x • .. x, Xl ... xn -p)1/In _P+ q(x • •• x, xl' .. xn _p») dx 

~ Apjh(x)CP;(x, ••• , x)1/Iq(x, ••. , x)dx = R. 

If P = 0, 1, ~ p = 0 and R = 0 so that no conclusion 
follows in this case. But if p ~ 2, one can choose ~ p 
and 1/1 q so that R ;" O. In particular, let A be a region 
in (- <Xl, <Xl) such th¥ h (x) > 0 [or equivalently h (x) < 9] 
on A. Then choose cP p ~ 0 such that cP p ~ 0 and supp cP p 

C A and 1/1 q such that 1/1 > 0 on supp ~ p' Then R > 0 
(equivalently < 0). Thi: can always be done by trans
lating and contracting arbitrary, nonnegative cp P' 1/1 q' 

(c) We next show that fl and fOq are, in fact, con
tinuous in cf> on'Il. Let >It = f1/l0,1/Il'" . ,1/IN_l+q'0, 0, ... ) 
be an arbitrary element of 'Il, and suppose q ;" O. Then 

N 

Iflq(cf>, >It) I = 1.0 Anjh(x) 
n=l 

X (cpn (x, Xl' .. Xn -1)' 1/In _l+q(X • •• X, Xl' .• xn_l»dxl 
N 

~ 0 An[jIClin(Xl " .xn)1 2dnx)1/2 
n=l 

X [j Ih(x l )1/In_l+Q(xl ••• Xli x2 •• . xn) 12dnx)1/2 

~AN suplh(x) I 
x 

N 

X .0 1I<p"1I[J11/In_l+q(Xl",Xl,X2,,,Xn)12dnx]1/2 
n=l 

~ AN sup Ih (X) I 
x 

x (t j 11/In_1+q(Xl ••• Xli X2 ••• Xn) 12dnX} 1/2 
n=l 

x C~lllCPn 112) 1/2 

~ C>/III(lli. 

Continuity of fo and h,o is proved similarly with 
sup I h (x) I repla~ed by Ilh II = r j I h (x) I 2dx )1/2. 

(d) Now define the operators 15 1 q and 15 Oq on 'Il by 

15lq1/ln (Xl'" Xn) 
n-q+ 1 

=Bn 0 h(X)1/In(xl",Xj",Xj",Xn_q+l)' (5) 
j= 1 
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where Bn = ..,fn(n- 1) .•. (n - q + 2) and 

15 0 q1/ln (xl' .. Xn) = Cnjh (X)1/In (X ••. x, Xl ••. xn_q)dx (6) 

where Cn = ..,fn(n - 1)· .. (n - q + 1). (Indices are treated 
below.) One easily che.cks that 15 0 and 15 1 are the 
operators associated with fOq andflq' e.g.: 

00 

(cf>,l5 lq>lt) =.0 BnjCP:-q+l(X l ,,,Xn-q+1) 
n=q 

n-q+l 
X ..0 h(Xj)!/In(xl",Xj",Xj",Xn_q+l)dn-q+lx. 

J= 1 

If we let m = n - q + 1, Xj ~ x, and Xj+k -'; x j +k_l ' then 

00 

(cf>, 0 lq>lt) = .0 Bm+qmjh(x) 
m=l 

X (CPm(x,xl " .xm-l),!/Im+q_l(x" .x,xl ••. xm_l»dx 
00 

= 0 Amjh(x) 
m=l 

X (cp m(X, Xl ... xm - l ), 1/1 m+q-l (X • •• x, Xl •.. X m-l» dx 

=flq(cf>, >It). 

When indices are explicitly included I5 lq becomes 

I5sl~!/In(xlrl .. . xnrn) 

n-q+ 1 

=Bn ~ Yj .0 l5 sr ,h(xj ) 
J=l tl"'tq J 

X 1/In (xlr l' •• xiI' .• xi q' .• Xn -Q+lrn-q+1)' 

where 

_ ~ 1, if € s = 1 or j = 1, 
'Y' - • 

J € € ••• € , if € = - 1, 
r 1 r 2 rj_l s 

arises from the anticommutativity of fermion fields 
and the commutativity of all other fields. 

(e) To show that ~i'. is not closable if q > 1, we 
consider a sequence \,liAqas in part b, i.e., 

>ltK = (0, 0', !/If. , .!/I{5, 0 ... ), 

!/I K = f1 e-K(x;-xj )2\ii • 
n i<j n 

(7) 

Then >ltK is in 'Il(e pQ) = 'Il, >ltK -'; 0, and 1115 pq(>ltK - >ltK+ L) II 
~ O. To prove the last statement, note that, e.g., 

110 lq (>ltK - >ltK+ L) II 

= ~ B II n-f5\(X)(1_ ,rr e-qL (XeXk)2 n,e-L(X;-Xj )2) 
n=q n k=l k '''k '<J 

"k 

rr -Kq(x,-xk)2 f1 -K(Xcx.)2 
X e' e ] 

i-.ek i<j 
.. k 

X I/In (Xl'" Xk • •• Xk ••• Xn_q+l ) II 
~ £; Bn Ilh(x)IJe-Kq(x-x;)

2 

n=q+l ' 

-K(x.-x )2~ ( )11 
X .f1<,e 'j 1/In X ••• X,Xl ••• Xn_q 

, J 

K-+oo" O. 

Therefore, if 15 pq is closable, 1115 pq >ltKII K-+OO" 0, and it 
follows that 
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Ifpq(~' \}IK) I = I (~, ° pq \}II!) I 

:5 II~ II 11o pq \}IKII 

K-+OO> O. 

But, as we saw in (b), one can choose ~, ~ so that this is 
false unless q = 0 or 1. 

(f) We have thus far proven that the only forms 
which can define closable operators are f oo .f01.f10 , and 
f 11 • We now show that the operators °00,° 0 1' 010' and 
011 are indeed closable. To show that an operator is 
closable, it suffices5 to show that its adjoint is densely 
defined. Thus, it suffices to show that 0J,q is defined on 
'1>,Le., \}I~ (~, 0 p \}I) =fpq(~' \}I) is contmuous on '1> for 
each fixed ~ in '1>.q To show this, let ~ = (CPo' ••• , CPN' 
0, ... ) be an arbitrary element in '1>. Then, e.g., 

If11 (~, \}I) I 
N 

= n~l n j h (x l)CPn (Xl' X2 •.• Xn )l/Jn (Xl' X2 ••• xn)d" X 

N 

:5 ~ n[jlh(X1)CPn(X1 ... Xn)12dnx 
n;l 

xjll/Jn(x1 ••• X,,) 12dnx)1/2 
N 

:5 N S~p Ih(x) In~l IICPn 1I11l/J,,11 

:5 (Ns~plh(X)III~II)II\}III. 
For fo l' SUPx I h (X) I is replaced by IIh II since 

jh (x) CP: (Xl ••• x" )l/J" + 1 (X, Xl' •• x,,) dxd" x I 

:5 [f Ih (x)cp" (xl' •• Xn) 12dxdn X 

x j Il/Jn +1 (X, Xl'" X,,) 12dxd"x)1/2 

and for flO either sUPx Ih(x) lor Ilh II can be used. Thus 
we conclude that the formsfoo,f01,f10' andfll do, in 
fact, define closable operators. 

IV. GENERALIZATIONS 

We now show that our results do not depend on the 
specific choice of '1> but only on certain properties 
which we discuss below. Thus the theorem remains true 
for much larger classes of h(x) and '1>. We discuss 
generalizations with respect to each part of the theorem 
separately; they mayor may not be simultaneously 
applicable. 

The exclusion of p, q > 1 uses only the following two 
facts which are certainly true for many other domains: 
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(ii) :3 (jJ P' l/J q E '1> such that j h (x) (jJ; (x ••. x) 

l/Jq(x ••• X)dX;of O. 

For continuity the rest,riction of '1> to ~, \}I with only 
finitely many nonzero components is important although 
it could be weakened. Some of the other conditions 
could be also considerably weakened. For example,fll 
will be separately continuous if sUPXEr Ih (x) I exists for 
all compact r; then one would replace supx Ih(x) I by 
SUPxEr4> where r 4> = u;:= 1 sUPPCPn' Continuity of f01 in \}I 
and flO in ~ will remain valid if h(x) is merely square
integrable. 

The restriction to l/Jn with compact support is used only 
for proving continuity of f1 with q > 1. Since these 
forms are eventually exclu~ed as being nonclosable, 
this restriction is ultimately not essential. Elsewhere, 
it suffices to consider CPn' l/Jn square-integrable as befits 
a Fock space element. 

Extensions to test functions and form domains forbidden 
to a specific monomial may be allowed when such a term 
appears in an appropriate sum. For example, 
jh(x)a!(x)dx fails to define an operator when h(x) i L2, 
whereas the specific combination 

can be satisfactorily interpreted as an operator if 
h (x)/k(x) E L2. The domain of such an operator-or 
more to the point, of its defining form-is quite different 
from our original example in that each vector in the 
form domain has infinitely many nonzero components. 
Nevertheless, it is instructive to observe that even these 
operators can be obtained as formal limits of those 
we discussed earlier [Le., choose a sequence of forms 
f N defined by functions hN (x) and kN (x) with domains 
'1>N having the appropriate properties] and that the 
limiting operator may still be regarded as a bilinear 
combination of the creation and annihilation operators. 
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In statistical mechanics, the probability densities and the correlation functions are related by a pair 
of linear operators T, U, which are defined on a suitable subspace of the space of integrable 
functions and are inverse to each other. Our main result gives the conditions under which they 
commute with the members of another class 5' of transformations which includes the usual exp and 
log mappings. Furthermore, the compatibility property possessed by the probability densities 
of an infinite system and the extension property possessed by the corresponding correlation 
functions are preserved, in some instances, by the members of IT: 

1. INTRODUCTION 
In this paper we study the relationship between the linear 
operators T, U which connect the probability densities 
and correlation functions in statistical mechanics and a 
class 5' of transformations which includes the usual ex
ponential and logarithmic mappings. l We give, in par
ticular, the conditions for which the operators T, U com
mute with an element F in 5'. Essentially, this is an im
provement of Theorem 4.3 of Ref. 1, and involves the 
sharpening of certain useful results in that paper.2 

As pointed out in many sources3 ,4, the statistical state 
of an infinite system can be characterized by a family 
{w,J of compatible densities. Furthermore, the cor
responding correlation functions P A = Tw A possess the 
extension property. It turns out that the compatibility 
property and the extension property are preserved, in 
some instances, by the members of the class 5' of 
transformations. 
The notations and terminologies in this paper follow 
closely those in Ref. 1. We shall summarize the ones 
that are pertinent to our present discussion here. Let 
(X, X,~) be a a-finite measure space and let (X.,X e' ~J 
be the corresponding exponential measure space. An 
element x in Xe is an unordered sequence of finite length 
in X. We shall use l(,x) to denote its length and sometime 
write it as a formal product x = Xl' •• xn of points in X. 
If we collect the equal factors, we can also express x in .. .. .. 
the form of x = t It 2 ••• t m m where t l' ... , t m are the 
distinct members of X. In this representation of x, we 
can define the index of x to be I(,x) = r I!' .. r m!' If 
x = xl'" x m ' Y = Yl' •• Yn are two members of X e, we de
fine their concatenation xy to be Xl' • ·X mYl' •• Y n ' An 
n-tuple (xl"" ,xn ) of elements ofXe is called a proper 
n-partition of x E X e if x = xl' .. x and Xi'" 0 for all 
1 ~ i ~ n (0 is the empty sequence). The set of all 
proper partitions of an x that belongs to Xe is denoted by 
Q(x). Let <t be the family of complex-valued functions 
defined on Xe' By introducing a star product on <t as in 
Ref. 1, it becomes a commutative algebra with identity 
1 *. For each locally analytic function F(z), let :DF = 
{cp E It: cp(O) E dom(F)}, and define a mapping F: :DF -j <t 
by 

F(cp) = f; F (.")(<p(0» (<p - cp(O)1 *)k. 
k=O k! 

(1. 1) 

This mapping is well defined in view of Theorem 2.2 of 
Ref.1. Moreover, Eq. (1.1) is equivalent to 
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The star at the upper right hand corner of the summation 
notation Signifies that each term in the sum is multiplied 
by the index. 

I(x l' ... ,x k) = I(x )/I(,x 1)' .. I(x k) 

of the corresponding partition. For convenience, we use 
~ to denote the family of all measurable functions on X e 

and £1 the family of integrable functions. A useful fact 
to keep in mind for the proofs in Sec. 3 ~s that if CPv CP2 
E £1 then so is CPl *<P2' Furthermore,.1 CPl *CP2d~e = 

I cpld~ I CP2d~e and.li CPl *CP2Id~e ~ JI CPll d~e I I cp2Id~ •• 
Finally, for each x E X e, one can define an operator D:x;: 
<t -j It by D:x;CP(Y) = cP(xy). 

2. THE CLASS g: OF TRANSFORMATIONS 

Each locally analytic function F(z) induces a mapping 
F ::D F -j <t as described in Sec. 1. The family of all such 
mappings, indexed by the set of all locally analytic 
functions, is denoted by 5'. When F(z) = logz and 1/I(x) = 
e-SH«<)-Tl «<) is the Gibbs grand canonical zero-density 
function,F(1/I) is the usual Ursell-Mayer function. 5 When 
F(z) = expz, the induced mapping exp: <t -j <t corresponds 
to the r-mapping as studied in Refs. 6, 7. The Ursell
Mayer function is useful in statistical mechanics, for it 
formally simplifies the calculation of the logarithm of 
the .partition function through the expression Log <J1/Id~e) 
= J log1/ld~ e' 8 It is our hope that by studying a larger 
class of mappings, one might find some other trans
formations which are physically significant. Our next 
theorem provides a useful criterion on the integrability 
of F(cp) and also shows that integration commutes with 
the mapping operation. 

Definition 2. 1: Let F(z) be a locally analytic function 
and let cP E :Dr We define 

D(F; cp(O» = {z : f) F (k)(cp(O» (z - cp(O)) k converges}. 
k=O k! 

Theorem 2.1: Let F(z) be a locally analytic function 
and let cP E :D F" If cP E £1 andI cpd~ e E D(F; cp(O», then 
F(cp) E £1 and fF(cp)d~e =F<Jcpd~e)' 

Proof: First we remark that the sufficiency part of 
the proof for the Vitali convergence theorem 9 can be 
easily modified to cover the case when the conditions of 
convergence in measure is replaced by a.e. convergence. 

Next for each positive integer n, let 1/1,.9 = Fn (cp) -
F(cp(0»1 *,1/1 = F(cp) - F(cp(0»1 *, and cp = cp - cp(0)1 *, 

n 

where F (cp) = L F (k>(cp(O»/k! [cp - cp(0)1 *)k and 
:, k=O 

F(cp) = 6 [F (k){cp(O»/k !][cp - cp(O)1 *]k. 
k=O 
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It is easy to see that 1/1 n converges pointwise to 1/1. 
Since cP E £l,for each E > 0, there exists a set EEXe 
with finite measure such that J- E I cp I d~ e < E. For such 
a set E, we have 

J-EI1/I,.ld~n = J-EIF,.(cp) -F(cp(O»l*ld~e 

::s~ IF(k>(cp(O»1 (j~Eqcpld~e)k::s EM, 
k=l k! 

where M> 0 is independent from E provided E is suf
ficiently small. By a similar argument, one can show 
that for every E > 0 there exists a 0 > 0 such that 
lEI 1/1,.1 d~e ::s EM if ~e(E) < O. Hence by the sufficiency 
part of the Vitali convergence theorem, we have 1/In con
verges in £1 -norm to 1/1 which, of course, implies that 
F n (cp) converges to F( cp) in the same sense. The second 
part of the theorem now follows from the inequality 

IfF(cp)d~e-F(JCPd~e)1 ::sJIF(cp) -Fn(cp)ld~e 

+ I J F n (cp )d~ e - F (J cpd~.) I . 

The theorem below is a generalization of Theorem 4.1 
in Ref. 1 and Eq. 4. 38 in Ref. 10. It is used to prove re
sults in the next section, Since the proof is by induction 
on l(x), and is essentially the same as that of Theorem 
4.1 in Ref. 1, we shall omit the proof here. 

Theorem 2.2: Let x be a member of Xe with l(x) 2=: 1, 
and let F(z) be a locally analytic function with derivatives 
F(k)(Z), k = 1,2,,··. Then for each cp E :DF , 

DxF(cp) 

= L*{(l/k!)F (k?(cp)*D x1 cp* . • ,*D Xk cp: (x v ... ,xk) E Q(x)}. 

3. THE MAIN RESULTS 

The probability density w and the correlation function p 
in statistical mechanics are related formally as 

p('r) = Tw(x) = J Dxw{y)d~.(y), 
(3. 1) 

w(x) = Up(x) = J (-1)1 (y>Dxp(y)d~e (Y), 

For x E X e' we write x = xl' • 'x n' where Xl' ... ,X n are 
members of X, and interpret x as a distribution in X of n 
identical particles of a mechanical system. If AX i' 
1 ::s i ::s n, are small volumes containing each xi' then 
W(x1" 'Xn)~e(AX1)" '~e(AX) is approximately equal to 
the probability of finding exactly n particles, one in each 
6x i' and p(x l' .. x n ) ~e (6x 1)' .. ~e (6X n) is the probability 
of finding n particles, one in each 6x i , without regard to 
what happens elsewhere. Thus, as suggested by its phys
ical interpretation, the correlation function does not de
pend so much on the size of the system and is therefore 
often used to establish the infinite state. l1 The probabil
ity densities and correlation functions of infinite systems 
have many properties that they do not have in the case 
of finite systems. For example, suppose X is a finite 
region in E3 and w is the Gibbs grand canonical density 
function defined on Xe' Let p = Tw be the corresponding 
correlation function. Now suppose Y is a subregion of X. 

Then the 'induced' probability denSity function w y of w 
to Y e will not in general agree with the Gibbs grand 
canonical density function for Yeo Moreover, p y = Tw y 

may not agree with the restriction of p to Y e• The next 
three theorems in this section furnish various alterna
tive representations of wand p, and show that, in some 
cases, the relationships which exist between w and p for 
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infinite systems are preserved among those representa
tions. 

In Ref. 1, Theorem 3.1 shows that Eq. (3. 1) defines two 
linear operators, inverse to each other, on the subspace 
:nof £1: 

:n = {cp E ;)'IT: for each complex numer z and all x E X e, 

zlDxCP E £1}' The following two examples show that :n 
is generally not closed in £1 and T, U are not bounded. 
For simplicity, let X be the unit interval with Lebesgue 
measure. 

(1) We define a sequence of functions {cp J by 

if1::sn::sk 

otherwise, 

and a function cp by 

ifn=O 

ifn2=: 1. 

Clearly, cp k E :nfor all k and II cp k- cpl d~e ~ 0 as 
k ~ 00 but cp 4::n. 

(2) We define {cp k} by 

if n = k 

otherwise. 

One finds that JI Tcp kl d~e = 2k and JI cp kl d~e = 1 for all 
integers k 2=: 1. 

Theorem 3.1: Let F(z) be a locally analytic function 
and let cp E :Dr If cp E :n and I cpd~e' J (_l)lcpd~e E 

D(F; cp(O», then F(cp) E :n and T(F(cp» = F(T(cp», 
U(F(cp» = F(U(cp». 

Proof: Since cp E £1 and J cpd~e E D(F; cp(O», in view 
of Theorem 2.1, F (k)(cp) E £1 and J F (k>(cp)d~e = F (k) 

(J cpd~e) for all k = 0,1,2,'" . 

By using Theorem 2. 2, we obtain 

zIDxF(cp) 

= /,*{~ F(k)(zlcp)*ZID cp* •.. *zlD cp: 
L1 k! Xl Xn 

(xV'" ,xn) E Q(x)}. 

From this equation, one sees that F(cp) E :n. 

Clearly, Tcp, Ucp E :DF and T(F(cp»)(O) = F(Tcp)(O) , 
U(F(cp»(O) = F(Ucp)(O). 

For x E X e, l(x) 2=: 1, we have 

T(F(cp»(x) = JDxF(cp)d~e 

=6*{(1/k!) JF(k)(CP)d~eJDx cpd~e'" JDxnCPd~e: 
1 

(xl"" ,xn) E Q(X)} 

= 6*{(1/k !) F (k) (JCPd~.) Tcp(x 1)' .. Tcp(xn ): 

(Xl>'" ,Xn) E Q(x)} 

= F(Tcp)(x). 

A similar calculation works for U. 

Definition 3.1: Let {X,xJ be a strictly increaSing 
family of measurable sets in X indexed by [0,00), and let 
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{w J be a family of measurable functions such that for 
each~, dom{w;.) = (X )e' This family of functions is 
said to be compatible (to possess the extension property) 
if for any pair of nonnegativereals ~l < ~2' we have 

for all x E (XA)e [the restriction of wA to (XA )e is 
] 

1 2 1 equal to WA • 
1 

Theorem 3.2: Let {w A} be a family of compatible 
integrable functions indexed by [0,00), and let F{z) be a 
locally analytic function such that W A E ~ F and J W A d~ e E 

D(F;w~ (O» for all~. Then {FwJ are compatible and 
JF{WA)d~e =F{JWAd~e)' 

Proof: Suppose XAl C X A2 • Let Z = X A2 ~ X Al' Then 

for all X E (XA1)e' l(x) 2: 1, 

fz Fw, (xy)d~e{Y) = Jz D"Fw A (y)d~e{Y) e "2 e 2 

= Jz ~*{{1/k !)F (k){W, )*D" w A * ... *D" W A : 
e "212 ,,2 

(Xl"" ,X,,) E Q(x)}d~e 

= L:*{(1/k !)F (k){w A1 (O» W A1 (x 1)' .• W A1 (x,,): 

(Xl"" ,X,,) E Q(x)} 

=F{w A )(x) 
1 
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when X = 0, the calculation is trivial. 

It follows easily from Eq. (I. 2) that: 
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Theorem 3.3: Let {P~} be a family of functions in
dexed by [0,00) and possess the extension property. Let 
F{z) be a locallY' analytic function such that p A E ~ F 

for all ~. Then {Fp J have the extension property. 
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A field-theoretic version of nonrelativistic, multichannel scattering theory is presented in which the 
particles interact via two-body potentials, which can include both long-range (Coulomb, etc.) and 
short-range potentials. By utilizing known first-quantized results, in and out fields and interpolating 
fields are constructed both for simple and composite particles, and an asymptotic condition using 
strong convergence is proved. Complexities present when long-range potentials are involved are 
discussed. 

1. INTRODUCTION 

In this paper we consider a rigorous formulation of a 
nonrelativistic field theory for a system of identical 
spinless bosons 1 which can interact via both short
range and long-range forces and which can form com
posite particles (bound states) that participate in 
scattering processes. Although we feel that this sys
tem is of sufficient intrinsic interest to merit study, 
our primary motivation is to investigate the effect of 
long-range interactions in a field-theoretic formalism 
that closely parallels the relativistic situation. 

Recall that, in relativistic field theory, the particle 
interpretation (scattering theory) is customarily given 
in terms of "formally free" asymptotic fields which 
are obtained from an asymptotic condition as limits 
of an interpolating field as the time t ~ ± 00. 2- 6 It is 
usually assumed that there are no mass zero particles 
present; to our knowledge, there are no rigorous re
sults for the zero-mass case. Since long-range inter
actions (e.g., Coulomb) would seem to be the nonrela
tivistic analog of zero-mass particles, difficulties due 
to the presence of long-range forces will be empha
sized in the following. We shall be especially interested 
in defining interpolating fields appropriate to the 
scattering problem involving long-range as well as 
short-range forces and in studying the asymptotic forms 
of these fields. 
An outline of the paper is as follows. In Sec. 2, a brief 
discussion of recent work in time-dependent scattering 
theory involving long-range forces is given; then the 
model studied is defined and the basic features of known 
results are abstracted and listed as postulates. In 
Sec. 3, the second-quantized form of the theory is 
given; asymptotic fields are constructed and their pro
perties obtained. In Sec. 4, interpolating fields are 
constructed and are shown to satisfy a strong asymp
totic condition. In Sec. 5, it is shown that the proposed 
interpolating fields yield known results 7- 11 when re
stricted to the short-range case. Finally, a discussion 
of complexities due to long-range forces is given. 

2. FIRST-QUANTIZED TIME-DEPENDENT 
SCATTERING THEORY 
Consider first the case of potential scattering des
cribed by a self-adjoint Hamiltonian H = H 0 + V. In 
Jauch's formulation, 12 the asymptotic condition is 
expressed through the requirement of the existence of 
wave operators "± where 

"± = s-lim V(t)*U(t), (2. 1) 
t-+± 00 
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V(t) = e- iHt , (2.2) 

The wave operators "± are isometries and their ranges 
CR± satisfy CR± ~ (BJ., where (BJ. is the orthogonal com
plement of the bound states of H. The intertwining 
property 

(2.3) 

is satisfied. Furthermore, it is often assumed (and 
sometimes proved for a restricted class of potentials) 
that asymptotic completeness holds, Le., 

(2.4) 

Dollard13 has shown that (2.1) does not hold for the 
Coulomb potential; however, by introducing a modified 
free propagator O(t) he was able to establish the exis
tence of the limits in (2. 1) if U(t) is replaced by U(t). 
Furthermore, Dollard gave a physical justification for 
this modification and showed that {2. 3) remains valid. 
For the case of pure Coulomb scattering, (2.4) was 
shown to hold also. 

Recently several general approaches to time-dependent 
scattering theory which are also applicable to long
range potentials have been proposed. 13-19 These ap
proaches differ in their basic physical assumptions, but 
in the case of potential scattering for long-range forces 
they all lead to a modification of (2.1) of the form 

n± = s-lim V(t)*U(t), 
t-+±oo 

(2.5) 

where 

U(t) = e -i[Hot +H6(t)] = U(t)U'(t) (2.6) 

and Ho(t) is a function of Ho and t. In all these cases 
the intertwining property (2.3) is satisfied. A necessary 
and sufficient condition18,20 for the validity of (2.3) is 

s-lim U'(t + s) - U'(t) = o. (2.7) 
Itl-+oo 

Specific forms for U(t) and their physical motivations 
are given for the Coulomb potential by Dollard13 ; for 
V(r) = l/r B, 3/4:s (3 < 1, by Amrein, Martin, and 
Misra15 ; and for V(r) = O(l/r B), {3 > 0, by Buslaev 
and Matveev. 17 

A generalization of the Single-channel scattering theory 
to the multi-channel case was also given by Jauch.21 
This formulation is suitable for the nonrelativistic n
body problem with short-range forces in which com
posite particles undergoing rearrangement colliSions 

Copyright © 1973 by the American Institute of Physics 1205 
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may be included in the scattering processes. With an 
appropriate modification of the channel propagators, 
long-range forces can be included in this formulation 
also. 

In this paper we consider a system of identical spin
less bosons of mass /.1. interacting through two-body 
potentials. The n-body Hamiltonian Jfot) is a self
adjoint operator on L2(R3n) which has the form 

II -fl. 
Hc,,) = 6 --' + 6 V(x i - x.) 

i~l 2/.1. i<j 1 
(2.8) 

on a suitable dense domain. 22 [We use the same symbol 
for the operator in (2.8) and its self-adjOint extension; 
this will cause no confusion here.] Furthermore, to 
keep the notation simple, we assume that the system is 
capable of forming only one composite particle: a one
level two-body bound state. Consider the two-particle 
Hamiltonian H(2); in terms of the c.m. coordinate X = 
1/2(X1 + x2) and relative coordinate Y = Xl - x2' we can 
write 

H(2) =-~) + hey), hey) = -:r(y) + V(y). (2.9) 

We assume h(y) has one and only one bound state el>B(y), 
where 

h(y)eI> B(y) = Eel> B(y) , 

jdylel>B(Y) 12 = 1. 

E < 0, 
(2.10) 

Hence there exists in the model a composite particle 
with mass M = 2/.1., internal energy E, and internal wave
function el>B(Y)' 

Next we state standard results for the multichannel 
scattering theory for n-body Hamiltonians which include 
those in (2.8). A channel a can be characterized by 
a = (H a' (J aCt), !Da). H a is the free channel Hamiltonian 
which governs the free motion of the fragments (mov
ing without mutual interaction) in channel a and is just 
the sum of the kinetic energies and internal energies of 
the' fragments. For example, for our Hamiltonian HCn) 
in (2.8), 

I -flex;) m -fl(X
J

) 
Hlm =6-2--+6 2M +mE, 

i~l /.1. j~l 
(2.11) 

Xj = t (XI +2j- 1 + X I+ 2j), 

describes the free motion in the channel a = a I m' which 
corresponds to the free motion in which the first I par
ticles are simple particles and the rest are paired con
secutively to form m composite particles, so that n = 
I + 2m. 

Let U aCt) denote the free channel propagator 

(2. 12) 

(J (t) will denote the modified, renormalized or simply 
th~ channel propagator which we assume is unitary.23 
For short-range potentials, (J = U a;for long-range 
potentials (J aCt) = U a(t)U~(t), ;here U~(t) is a s.u~table 
function of H a and t. (See Dollard 13 for a specifIC ex
ample for Coulomb forces.) 

Finally, !D a is a subspace consisting of all possible free 
states for the channel a. For example, for the channel 
aim [see Eq.(2.11)], 

!Dlm={g(x1, ••• ,XI ,X1, ••• ,Xm)IT el>B(Yj)}' (2.13) 
j=l 
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where g E L2(R31+3m), and Yj is the relative coordinate 
Yj = XI +2j-1 - XI +2j · 

We postUlate that our theory possesses the following 
properties. {In the following ~ is the Hilbert space of 
n spinless particles [= L2(R311)].} 

A. (asymptotic condition): Let Vet) = e- iHt and let 
E ex be the projector onto ~ : E ex ~ = !D a' Then appropri
ate channel propagators U ;tt) and wave operators n~ 
exist such that 

n~ = s-lim V(t)*fia(t)E a. 
t .... ± 00 

B. (orthogonality of ranges): Let (R~ denote the 
ranges of n~. 

Then 

a '" {3. 

(2.14) 

(2.15) 

C. (partial isometries): Let F~ be the projectors 
onto (R~: F~~ = (R~. The wave operators n~ are partial 
isometries and 

(2.16) 

D. (intertwining property): 

(2.17) 

E. (asymptotic completeness): Let (R± = 6Ef) (R~, 
where the bar means closure. Then 

(2.18) 

where (B.L is the orthogonal complement of the bound 
state subspace of H. 

Remarks: 

1. We regard A-E as reasonable requirements for 
nonrelativistic scattering theory and will use them to 
construct the second -quantized theory for the Hamiltonian 
nCn) in (2.8). It is not implied that these requirements 
are independent. For example, for short-range poten
tials, B-D are implied by A.21 It should be emphasized 
that A-D have been shown to hold for short-range poten
tials and for Coulomb plus short-range potentials13 and 
are very likely satisfied for potentials V = O(l/r ll ), {3 > 
0.15-18 Only weak results are known concerning asymp
totic completeness E for arbitrary n. 24 However,E is 
not crucial for our results (see Theorem 1 below). 

2. Properties A - E have been stated in a form appropri
ate to the description of scattering of distinguishable par
ticles. Although we are interested in identical particles 
in this paper, it is convenient to start with the unsym
metrized states. [Note that the channel Hamiltonians 
Him and subspaces !DIm in (2.11) and (2.13) are not. 
invariant under particle interchange.] The symmetrIza
tion will be taken care of in the second-quantized con
struction. 

From now on in this paper we consider the system of 
identical particles whose n-particle Hamiltonian is 
HCn) in (2.8). We assume that the interparticle poten
tial V is such that properties A - E are satisfied in the 
first-quantized n-particle theory in which the particles 
are treated as distinguishable. Furthermore, we make 
the additional technical assumption that only one type of 
composite particle can be formed and that it has mass 
M = 2/.1., even parity internal wavefunction el>B' and in-
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ternal energy E as in (2.10). It follows that any channel 
in the n-particle first-quantized theory can be obtained 
by a permutation of coordinates defining a 1m = {H 1m' 
(J I m(t),:DI m) for some l, m such that n = l + 2m. [See 
(2.11) and (2.13) for definitions of Him and :DIm'] To 
avoid superfluous notation, it will always be assumed 
that l + 2m = n unless noted explicitly otherwise. 

It should be noted that the technical assumption of the 
presence of only one type of composite particle is 
purely for Simplicity of notation; it will be clear that 
the same construction can be carried out for any num
ber of different composite particles. 

3. SECOND QUANTIZATION AND ASYMPTOTIC 
FIELDS 

We introduce the conventional second-quantized forma
lism. 25 States are vectors in a Fock space 3'. In the 
configuration space representation, the vectors are 
sequences 4? = (4? (0), 4? (1)(x), ... , <1> (j )(x1 ' .•• ,xj ), .•• ), 

where 4?(0) is a complex number and <1>(J) is a symmetric 
function of the variables Xl' ..• ,Xj and is an element 
of L2(R3J). The scalar product is given by 

00 

('l1,4?) = 'l1(O)*<1>(O) + ~ ('l1(,,), <1>("»,,, 
m~l 

(3.1) 

where ( , )" is the scalar product in L2(R 3,,) and the 
norm is 11<l>!1 = (<l>,<l»1/2. An important subset of 5' is 
5',called the set of finite vectors{de}ined by 5' = {<l> E 

3' 14?(j) = 0 for j > N for some N J• 3' is dense in 3'. 

The SchrOdinger field operator 1J;(x,O) satisfies the 
formal commutation relations 

[1J;(x, 0), 1J;(y, 0)] = [1J;(x, 0)*, 1J;(y, 0)*] = 0, 

[1J;(x,O),1J;(y,O)*] = o(x-y). 
(3.2) 

The second -quantized Hamiltonian JC can be formally 
represented as 

JC = J dx1J;(x, 0)*(- 6/2J.L) 1J;(x, 0) 

+! J dxdx'1J;(x, O)*1J;(x', O)*V(x - x') 1J;(x', 0) 1J;(x, 0), 

and has the property that 
(3.3) 

{e- iJCt l4?)}(,,)(X1"" ,x,,) = e- iH (,,)t{I<l»}(n)(x1 , ••. ,~). 
(3.4) 

For a detailed mathematical discussion of properties 
(domain, self-adjointness, etc.) of JC and related opera
tors, the reader is referred to the papers of CoOk26 
and Schroeck.27 

The "smeared" field operators 1J;(f), 1J;(f)* can be 
represented by 

1J;(f) = J dxf(x)*1J;(x, 0), 

1J;(f)* = J dxf(x) 1J;(x, 0)* 
(3.5) 

and are unbounded operators on 3'. However, 5' is an 
invariant domain for them. Hence we can apply poly
nomials and finite sums of polynomials in the smeared 
fields to the vectors in if with impunity. The smeared 
fields have the follOwing useful representations: 

{1J;(f)* 14?) }(n)(x1 , .•• ,x,,) 

~ 0, n = 0, 

- / n 1 / 2S" [f(x1 )<l> (n-1)(X2, ... ,x,,)], n '" 0, (3.6) 
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{1J;(f) 14?) }(n)(x1, ..• , x,,) 

= (n + 1)1/2 J dyf(y)*4?(n+l) (Y1XU .,. ,x,,). (3.7) 

In (3.6), S" = (n!t1 ~p Up is the symmetrizer, where 
~p means a sum over all the permutations of the n posi
tion variables; and U,P is the unitary operator which 
effects the permutatIOns. S" is a projection operator on 
L2(R3,,). 

The Heisenberg field operator 1J;(x, t) is defined by 

(3.8) 

In the following, we will use the first-quantized results 
to construct in and out fields that can be used to define 
the scattering states and the S matrix in the field
theoretic version. These fields will be shown to have 
the properties that one usually postulates in relativistic 
quantum field theory. 

Let I <l» E 3' and f(x) E L2(R 3); we define the operators 
Aex(f)* and B ex(f)* by (ex stands for either "in" or 
"out"): 

Vtout (f)*1<l»}(0) = 0, 

in 

in 

= (n + 1)1/2 ~ 
I,m 

(n~1+2ml 

n! S n 
l!m!2 m ,,+1 l+l,m 

X [J(X1)nt,!{I4?)}(n)(X2, •. , ,X,,+l)]' 

{Bout (f)* I <l»}(i) = 0, i = 0,1, 
in 

{Bout (f)* 14?)}(n+2)(X1"" ,~d 
in 

(3,9) 

= (n + l~(n + 2») 1/2 
I,m 

n! S n± 
l!m!2 m ,,+2 l.m+1 

(n ~1+2m) 

(3.10) 

It follows from the definition of the scalar product (3.1) 
that the operators adjoint to Aex(f)* and B ex (f)*, 
called Aex(f) and B ex(f) respectively, have the rep
resentations: 

Vtou t (f) 14?) }(n)(xu ... ,x,,) 
in 

= (n + 1)1/2 ~ n! S O± 
I,m l!m!2 m " 1m 

(n ~1+2m) 

X [! dxf(x)*(nl+i,m {I <l»}(n+l)(x, Xl , •.. ,X,,)], 

(3.11) 

in 

= (n + 1)2(n + 2»)1/2 ~ n! S n± 
I,m l!m!2m" 1m 

(n=1+2m) 

X ~dXdYf(X)*<I>a(y)(nT':'+1{1<l»}(n+2)(Xu •• ' 'X"+2)~' 

where X = ! (~+1 + ~+2)' Y = ~+1 - X,,+2' (3.12) 

These oP2rators are unbounded, but are well defined at 
least on 3' (which is dense in 3'). Aex(f)* [Aex(f)] and 
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B ex(f)* [B ex(f)] are one-particle and two-particle 
bound-state creation [annihilation] operators, respec
tively. The physical interpretation of these operator s is 
transparently displayed in the representations (3.9)
(3.12). For example, Bin (f)* I <p) is a scattering state 
with the same initial configuration (t ~ - (Xl) as I <p) 
except thaI it contains an extra composite particle 
whose "free" c.m. wavepacket is described by f(X). 

Consider the state 

Ivzm(ex» 

= Aex(f J* • •• Aex(fz)*Bex(gl)* .•. Bex(gm)* I 0). (3.13) 

Using the representations (3.9) and (3.10), we find that 

{IVzm(Oi"nt)}<r)(x1 , ••• ,xr ) 

= Ii rn 2-m(n! )1/2Sn ntm(f1 (Xl)' . • fZ(XZ)gl (Xl)' .• 

x gm(Xm) j~l <PB(Yj»)' (3.14) 

Hence {I Vz m (oiunt)} (n) E SnCRi m ,since ~tr m[' •• ] E CRr m' 

It is clear that one can approximate any symmetrized 
scattering state by applying polynomials in the Aex(f)* 's 
and Bex(f)*'s to the vacuum. It is easy to demonstrate 
that the set of operators {Aex(f),Aex(f)*,Bex(f),Bex 
(f)*} for all I E L2(R3) is irreducible in the sense of 
Ruelle. 4 (This depends critically on the asymptotic 
completeness property E. If E does not hold, the set is 
not irreducible; however, the ex fields can still be de
fined as above on the subspace of scattering states.) 
The S matrix can be defined as usual by the require
ment that 

S Iwzm(out» = Iwzm(in» (3.15) 

on states of the form (3.13). This implies that 

(3.16) 

S is unitary under the asymptotic completeness assump
tion E. (For a detailed justification of these pOints, the 
reader is referred to the thesis28 of one of the authors.) 

The representation (3.9) shows that Aex(c4 + (3g)* = 
aAex(f)* + f3A ex(g)*; hence we have a linear map from 
L2(R 3) into a set of operators on g:, which is sufficient 
to determine a field Aex(x, 0)*. Hence we can write 

Aex(f)* = J dx/(x)Aex(x, 0)* , 

Aex(f) = J dx/(x)*Aex(x, 0). 
(3.17) 

LikeWise, similar equations can be written for B ex(x, 0) 
and its "adjoint" B ex(x, 0)*. Formally, we can obtain the 
fields Aex(x, 0) and B ex(x, 0) as follows: let {ji} be any 
orthonormal basis for L2(R3) and define 

Aex(x,O) = L) f;(x)Aex(fj) , 
j 

Aex(x,O)* = L) li(X) * Aex(fi)*' 
i 

Then we can write formally 

(3.18) 

where C j == (f,f j ) is the Fourier coefficient of f with res-
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pect to {jJ The same considerations can be made for 
B ex(x, 0) by simply replacing Aex by B ex in Eqs. (3.18)
(3.19). 

It follows directly28 from the representations (3.9)
(3.12) that the ex fields satisfy the commutation rela
tions as stated in 

Lemma 1: 

[Aex(d),Aex(f)*] == (d,j), 

[Bex(g),Bex(h)*] == (g,h), 
(3.20) 

d,j,g,h E L2(R3). 

All other commutators between any two of the fields 
Aex(d),Aex(f)* ,B ex(g),B ex(h)* vanish . .Jhese com
mutation relations are valid at least on g: . 

In terms of the field distributions, Eqs. (3. 20) become 

[Aex(X, O),Aex(y, 0)*] == o(x - y), 

[Bex(x,O),Bex(Y'O)*] == o(x-y). 
(3.21) 

To make the analogy with the relativistic theory com
plete' it remains only to define time-dependent Heisen
berg fields and to show that these are free fields in the 
sense that they satisfy free field equations of motion. 

We define the time-dependent fields Aex(x, t) and 
Bex(x,t) by 

Aex(x, t) == e i3Ct Aex(x, O)e- i3Ct , 

B ex(x, t) == e iJCt B ex(x, O)e- iJCt , 

(3.22) 

where JC is the Fock space Hamiltonian defined in (3.3) 
or (3.4). The meaning of these equations is, for example, 

Aex(f, t) == J dxf(x)*A ex(x, t) 

== ei3CtAex(/)e-i3Ct. (3.23) 

The following lemma, which follows directly from (3.23), 
the representations of Aex(f) and Bex(f), and the inter
twining property (2.17), enables us to demonstrate that 
A ex(x, t) and B ex(x, t) are free fields. 

Lemma 2: Let Ho == - t:./2JJ., H BO == - t:./2M + E, 

M == 2JJ.. Then 

Aex(f,t) ==Aex(eiHo~f), 

Bex(f,t) ==Bex(etHBotj). 

(For the proof see the Appendix.) 

(3.24) 

Lemma 2 tells us that if we smear the fields with ap
propriate time-dependent wavefunctions, the resulting 
operators are time-independent; that is, if f ~ It == f(x, t) 

-iH t -iH t 
== e °f(x,O) or f~fBt ==IB(x,t) == e BOfB(X,O), then 

AexUO) == J dxf(x,t)*Aex(x,t), 

Bex(fBO) == J dxfB(x,t)*Bex(x,t) 
(3.25) 

are independent of time. In terms of the field distribu
tions, Eqs. (3. 24) mean 

-iH t 
Aex(x, t) = e 0 Aex(x, 0), 

(3.26) 
Bex(x,t) == e-iHBotBex(X, 0). 

Thus the fields Aex(x, t) and B ex(x, t) satisfy the free 
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equations of motion. Lemmas 1 and 2 together imply 
that 

-iH (t-t') 
[Aex(f,t),Aex(g,t')*] = (f,e 0 g), 

-iH (t-t') 
[Bex(f,t),Bex(g,t')*] = (f,e Bo g), 

(3.27) 

and all other commutators between pairs of these 
Heisenberg fields are zero. In terms of the distributions 
themselves, Eqs. (3. 27) can be summarized as 

[Aex(X, t),Aex(x', t')*] = :.l)/l(x - x', t - t'), 
(3.28) 

[B ex(x, t),B ex(x', t')*] = e-iE(t-t' ):.l)2/l(X - x', t - t'), 

where 

:.l)/l(x,t) = (21T)-3 f dk ei(k.x-wt), w = k 2/21J. 

= {(1J./21Tit)3/2 ei/lX2/2t, 

o(x) , t = 0, 

t '" 0, 

is the well-known free nonrelativistic propagator. 

The results of this section are summarized in 

(3.29) 

Theorem 1: In the nonrelativistic field theory charac
terized by the Hamiltonian JC [Eq. (3. 3)], under the as
sumption that the interaction potential V(x) allows pro
perties A-D to be satisfied in the first-quantized theory 
and under the additional technical assumption that there 
is only one bound state (2.10), there exist "formally 
free" Heisenberg fields Aex(x, t) and B ex(x, t), associated 
with a simple particle and a composite particle, res
pectively. When smeared with solutions of the free one
particle equations (f(x,t) andfB(x,t)}-see (3. 25)--the 
resulting operators can be used to construct all the 
scattering states of the theory with specified initial (ex 
= in) or final (ex = out) asymptotic configurations. An 
explicit representation of these operators is given in 
Eqs. (3. 9)-(3.12). 

If the asymptotic completeness property E holds, the 
operators form an irreducible set and the in fields are 
related to the out fields by a unitary S matrix: 

Aout(x,t) = S-1A in (x,t)S, 

Bout(x,t) = S-lBin(x,t)S. 
(3.30) 

It is worthwhile to emphasize that these results (The
orem 1) do hold for systems with Coulomb interactions. 
In fact, the results will hold for even longer-range in
teractions whenever generalized wave operators satis
fying A-D exist. It will be seen in the next section that 
the "long-range" nature of the Coulomb interaction,for 
example, is reflected in the fact that the interpolating 
fields are not so simply related to the Heisenberg field 
operators !J;(x,t) and !J;(x,t)* of (3.2) and (3.3) as they 
are in the short-range case. 

As noted above,properties A-D have been shown to 
hold for a large class of interactions. Property E is 
reasonable but if E does not hold, the ex fields can still 
be constructed in the same way, but only on a subspace 
of g:. 

4. THE INTERPOLATING FIELDS 

In this section we employ the results of the first-quan
tized theory and construct new fields which interpolate 
between the in and out fields of the previous section. 
What this means precisely is stated below in Theorem 
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2. The asymptotic condition proved in Theorem 2 can 
be regarded as the nonrelativistic analogue of the Haag
Ruelle 3 ,4 or LSZ2 asymptotic conditions in relativistic 
field theory. 

It is clear from trivial counterexamples that the set of 
interpolating fields cannot be unique. However, the fields 
we construct have the virtue that 

(a) their structure is clearly reasonable and trans-
parent, 

(b) they reduce to known (and relatively simple) expres
sions in terms of the Heisenberg fields !J;(x, t), !J;(x, t)* 
when long-range forces are absent. Furthermore, it will 
be clearly evident why long-range potentials give rise 
to nontrivial difficulties when one passes from the first 
quantized formalism to the field-theoretic version. As 
in the previous section we confine our discussion to a 
system of identical particles which can form only one 
bound state, that of a pair of particles. 

To facilitate the construction of the interpolating fields, 
it is convenient to define 

t> 0, 

t < 0, 
(4.1) 

where Ffm is defined in (2.16). Following closely the 
forms of the ex fields given in (3.9) and (3.10) we de
fine the "smeared" interpolating fields A(f ,t)* and 
B(f, t)* for f E L2(R3) by the representations 

{A(f, t)* I ~> (0) = 0, 

{A(f,t)* I ~>}Cn+1)(XlJ'" ,Xn +1) 

= n! (n + 1)1/2S e iHCn +1)t{J (t) 
l!m!2 m n+1 l+l,m l.m 

Cn~I+2l1\l 

X (f(X1){Jlm(t)*Flm(l)e-iH(n)t{1 ~)}Cn)(X2"" ,xn +1)], 

(4.2) 

{B(f,t)*I~>}(i) = 0, i = 0,1, 

{B(f,t)* I ~>}Cn'" 2)(X1"" ,Xn +2) 

6 n! ((n + l)(n + 2)\1/2 S eiHCn-t2)tV (t) 
l.m l!m!2m \ 2 ) n+2 l.m+1 

Cn~I+2m) 

X [(Vlm(t)*Flm(t)e-iHCn)t{1 ~>}Cn)(X1"" ,Xn»f(X)Ws(y)], 

(4.3) 

Note that A(f, t)* and B(f, t)* are time-dependent one
particle and two-particle bound state creation operators, 
respectively. It follows that the operators adjoint to 
A(f, t)* and B(f, t)*, called A(f,f) and B(f,t), have the 
representations 

{A(f, t) I ~> }(n)(x1 , ••• ,Xn) 

= (n + 1)1/2 6 

{B(f,t)I~>}Cn)(X1"" ,xn ) 

j(n + l)(n + 2»)1/2 6 
'-: 2 l.m 

Cn =1+2m) 



                                                                                                                                    

1210 J. R. Klein and I. I. Zinnes: On nonrelativistic field theory 

x V dXdyf(X)*<J?B(Y) 

X [Ul,m+l(t)*e- iH(,,+2)t{1 iJ?)}("+2)(xl , .•• 'Xn+2}))' (4.5) 

These operators are unbounded; however, if is an in
variant domain for them. 

Next we prove that the fields defined in (4.2)-(4.5) are 
indeed interpolating fields, interpolating between the ex 
fields defined in (3.9) and (3.10). 

Theorem 2: Let I iJ?) be any finite vector, I <J?) E if. 
Then 

s-lim [AU t)* - A U)* ] I <J?) = ° 
t-+tex 'ex , (4.6) 

s-liw [BU, t)* - B exU)*] I iJ?) = 0, 
t .... t 

(4.7) 

where t °iun
t = ± ct), and the limit is in the strong topology 

for fr". 

Proof: We report the proof for (4.7) only. We need 
only prove the strong convergence of ([BU, t)* - B ex 
U)*] I iJ?)}(,,) to zero for arbitrary n. 

According to (3.10) and (4.3), we have 

{[BU,t)* -BexU)*]IiJ?)}(i) = 0, i = 0,1, 

([BU, t)* - B exU)*] I <J?)} (,,+2) (Xl' •.. ,Xn+2) 

L) 
I,m 

("=1+2m) 

n! S 
l!m!2 m n+2 

X [gl m(XI , ••• ,Xn +2,t) - gtm(Xl"" ,Xn+2)], 

where 

( ) 'H("+2)t r. ( ) 
glm Xl"" 'Xn+2' t = e' u I,m+l t 

(4.8) 

X [(Ulm(t)*Flm(t)e-iH(")t{I<J?)}(")(Xl"" ,xn»!(X)iJ?B(Y)]' 

(4.9) 

gTm(Xl"" ,Xn +2) 

= UI:m+d(Qr,HIiJ?)}(,,)(xv '" ,xn»f (X)iJ?B(Y)]' 

Therefore, 

II {(BU, t)* - B exU)*) I <J?)}(" +2)ll n +2 

:s 2: K7m IIglm(t) - gtmlln+2' (4.10) 
l,m 

(,,=1+2m) 

where K7 m is a constant independent of t, and 11-llj refers 
to the norm in L2(R3J). Hence it is sufficient to show 
that Ilglm(t) - grmll ~ ° as t ~ ± ct). The intertwining 
relation (2.17) implies that 

(4.11) 

Thus we can write for t ~ ° 
Ilglm(t) - grmlln+2 

= lIe iH(,,+2)t UI,m+l (t) 
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X [(Ulm(t)*e-iH(,,)tUtmhtm(Xl"" ,Xn»! (X)<J?B(Y}) 

- n*1 [htm(xl "" ,xn)f(X)iJ?B(y)]lI n+2 , (4.12) 
.m+l 

where hrm = ur;:;{1 iJ?)}(,,)(xv'" ,Xn) E :DIm' 

Using the triangle inequality and the unitarity of e iH(,,+2)t 
UI,m+l (t), we get for t ~ ° 
Ilglm(t) - gymlln+ 2 

:s II [(01 m(t)*e-iH(,,)tu t m - I)htm (Xl' •.. ,Xn)] !(X)<J? B(Y) IIn+2 

+ lI(eiH(,,+2)tuI,m+l(t) - Ur,m+l)htm(xl", .,xn)f(X)iJ?B(y)ll n+2• 

(4.13) 
The asymptotic condition (2.14) and the fact that hTm E 

:DIm implies the desired convergence as t ~ ± ct) 

It follows from Theorem 2 that the restrictions of the 
operators AU, t) and BU, t) to if converge weakly to 
Aex(j) and B exU) on if. In the case of short-range and/ 
or Coulomb potentials, it can be shown28 that this con
vergence is also strong convergence. 

5. SHORT·RANGE CASE 

In order to elucidate the role of the long-range forces 
and also to make contact with the work of previous 
authors, we will show that the interpolating fields sim
plify considerably when the interaction potential V(x) is 
short-range. Recall that the only change in the usual 
formalism that we make when long-range potentials are 

-iH t 
present is to replace the channel propagator elm by 
r; I m(t) , a modified channel propagator. We prove the 
following theorem: 

Theorem 3: In the special case of short-range forces 
where Ulm(t) = e-iHlmt,the interpolating fields can be 
expressed as 

AUo,t)* = J dxf(x,t)1/I(x,t)*, (5.1) 

BUBO' t)* = 2- 1 / 2 J dxl dX2fB(Xlt)iJ?B(y)1/I(Xl' t)*1/I(X2, t)*, 

where 1/I(x, t) is the conventional Heisenberg field 
operator (3.8) and 

-iH t 
!t =f(x,t) = e 0 !(x,O), Ho = - t!../2J1., 

!Bt =fB(x,t) = e-iHBot!(x,O), 

H BO = - t!../2M + £, M = 2J1.. 

Comparison of (5.1) with (3,5) and (3.8) shows that 

(5.2) 

(5.3) 

AU, t)* is just the conventional Heisenberg field opera
tor smeared with a freely propagating wavepacket. Also, 
BU, t)* creates a freely moving bound state employing 
the same 1/I(x, t) * field as AU, t)* • 

Proof: [See (4.2).] If Ulm(t) = Ulm(t) = e-iHlmt, we 
have the identities 

(5.4) 

UI,m+I(t)[(Ulm(t)*h(x1 ,··· 'Xn»f(X)<J?B(Y)] 

= h(xl , ... ,xn)(e -iH BOJ(X»iJ? B(Y)' (5.5) 
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The symmetrizer satisfies the relations 

Finally, on account of the asymptotic completeness 
property E, it follows tl)at 

Using these relations, one can immediately express the 
representations (4.2) and (4.3) in the following forms: 

(5.8) 

which are equivalent to the representations of the opera
tors in Theorem 3. • 

Combining the result in (5.1) with the general conver
gence theorem (4.6), we may assert that,for short
range forces and for the operator-valued distribution 
A(x, t) corresponding to our interpolating field operators 
AU,t), 

A(x,t) = I/I(x,t)'; I/Iout(x,t) =Aout(x,t), t ---? ± 00, 

in in 

where I/I(x, t) is the conventional Heisenberg field. 

6. DISCUSSION 

The interpolating fields of Theorem 3 are the ones 
found previously by others. 7-11 No such Simple repre
sentation seems to exist in the long-range case, charac
terized in the first-quantized theory by the need to use 
generalized channel propagators to define the wave 
operators. Comparison of the representations of A(f, t)* 
for the general case in (4.2) and for the special short
range case (5.8) pinpoints the source of the complexity 
of the long-range interpolating field. In the short-range 
case A(f, t)* creates a particle in the state !(x, t) essen
tially independent of the state to which A(f, t)* is applied, 
whereas in the long-range case A(f, t)* must add a par-· 
ticle in a state which takes into account the presence of 
the particles already there. Scrutiny of the proof of 
Theorem 3 shows that the simplification in the short
range case is due to the validity of (3.4), where a free 

J. Math. Phys., Vol. 14, No.9, September 1973 

1211 

one-particle propagator arises describing the time be
havior of the particle created. On the other hand, when 
long-range potentials are involved, the crucial term 
Ul+1.m(t)!(Xl)Ulm(t) gives rise to a very complex one
particle propagator whose structure depends on land m , 
i.e., on the particles already present. Thus, when long
range interactions are involved, and when a particle is 
added to those particles already present, even when they 
are both far removed from one another, it must begin to 
rr.ove under the influence of the distant structures. To 
add even a simple particle to the scattering process is 
not a trivial matter. 

As our results show this phenomenon does not preclude 
the existence of a particle interpretation for long-range 
forces as outlined in the introduction. However, it does 
indicate that it is extremely unlikely that one can obtain 
interpolating fields for long-range forces by solving any 
reasonably simple field equations. 

In conclusion, it should be mentioned that one can use 
the asymptotic condition (Theorem 2) to obtain the non
relativistic analogue of the LSZ formalism. 28 Reduction 
formulas can be derived,nonrelativistic Yang-Feldman 
equations can be established, the S matrix can be ex
pressed in terms of normal-ordered polynomials in the 
ex fields, and S-matrix elements for any scattering 
process involving both simple and composite particles 
can be related to vacuum expectation values of time
ordered products of the interpolating fields. 

APPENDIX: PROOF OF LEMMA 2 

We report the proof for Ain(f,f)*. The other cases 
are no different. Consider the state Ain(f, t)* 1«1». 
Using the definition (3.23), the property (3.4) of the 
Fock space Hamiltonian JC, and the representation (3.9), 
we obtain 

=(n+l)1/2 ~ 
l.m 

(,.=1+2771) 

n! S {eiH(,.+l)t-
l ' '2m n+1 nl+l. m .m. 

(AI) 

where we have used the fact that Sn+l commutes with 
H(,.+l) in obtaining (AI). Using the intertwining property 
(2.17), one can express the quantity in the large curly 
brackets on the rhs in the form 

{ ... } = nl+l,mUl+l.m(-f)[j(xl)Ulm (t) 

x nl~{I«I»}(,.)(x2, ... ,xn+l)' (A2) 

iH t { ... } = n l + 1 •m [(e °f)(xl)nl~{1 «I»}(,.)(x2,·.· ,x,,+l)]' 

(A3) 

Upon substitution of (A3) into (At) and comparison with 
the representation (3.9), one sees that 

iH t 
holds for all n. Thus Ain(f,f) =Ain(e Of). • 
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IThe restriction to spinless bosons is for convenience only. It should be 
clear from our construction that the extension to nonzero spin and 
different particle species is straightforward. 
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Related integral theorem. II. A method for obtaining 
quadratic constants of the motion for conservative 
dynamical systems admitting symmetries 
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By use of Lie derivatives, symmetry mappings for conservative dynamical systems are formulated in terms of 
continuous groups of infinitesimal transformations within the configuration space. Such symmetry transforma
tions, called trajectory collineations, may be interpreted as point mappings which drag along coordinates and 
geometric objects as they map trajectories into trajectories. It is shown that if a conservative dynamical system 
admits a trajectory collineation, then in general a new quadratic (in the velocity) constant of the motion will 
result from the deformation of a given quadratic constant of the motion under such a symmetry mapping. The 
theory is applied to obtain the group of symmetry transformations and concomitant constants of the motion 
associated with the deformations of the energy integral for the Kepler problem and for the isotropic simple 
harmonic oscillator. The Runge-Lenz vector of the Kepler problem and the symmetric tensor constant of the 
motion for the three-dimensional oscillator are readily obtained by this method. The trajectory collineation 
group for the Kepler problem is a seven-parameter projective collineation group which is isomorphic to the 
similitude group in three-dimensional Euclidean space. For the oscillator the trajectory collincation group is 
the nine-parameter affine group. This dynamical symmetry group contains an eight-parameter subgroup which 
is shown to have the structure of SU,. 

1. INTRODUCTION 

The related first integral theorem, published in an ear
lier paper,l is a unified method for obtaining "derived" 
m th order first integrals of the geodesic equations in a 
Riemannian space Vn • By this method additional con
stants of the motion can be generated from a given con
stant of the motion provided the space admits symmet
ries in the form of continuous groups of projective col
lineations2 (which include affine collineations and mo
tions as special cases). The derived constants of the 
motion were shown to result from the deformation of a 
given constant of the motion under the projective col
lineation symmetry transformations which mapped geode
sics into geodesics. 3 In particular the quadratic first 
integrals of the geodesics previously obtained by direct 
construction from the conditions for projective colline
ations4 were explained by the related integral theorem 
in terms of deformations in the (given) metrical first 
integral under such symmetry mappings. 

In this present paper the domain of the theorem is ex
tended. We show that if a conservative dynamical sys
tem admits a "trajectory collineation", i.e., a mapping 
which takes trajectories into trajectories, then in gene
ral a new quadratic constant of the motion will result 
from the deformation of a given one under this sym
metry mapping. In every conservative dynamical sys
tem the energy integral is a known quadratic constant 
of the motion. It therefore follows that for such sys- ' 
tems this extended theorem can be applied provided the 
appropriate symmetries exist. 

Repeated application of this extended theorem results 
in "second derived" constants of the motion. Dependency 
relations between first and second derived constants of 
the motion are shown to depend upon the structure of the 
group of associated trajectory collineations. 

The conditions for trajectory collineations are based 
upon transformations within the configuration space; 
hence, symmetries obtained by this method are amen
able to immediate geometrical and/or physical inter
pretations. This fact along with the direct manner in 
which the symmetry mappings generate constants of the 
motion suggests the related integral theorem can pro
vide useful inSights in the analysis of systems which 
possess so called "accidental degeneracies.,,5 

1213 J. Math. Phys., Vol. 14, No.9, September 1973 

Two applications of the theory are given. It is shown 
that the three-dimensional Kepler problem admits a 
seven-parameter group of trajectory collineations. 
These parameters include three describing rotations, a 
homothetic motion (or scale change), and three proper 
projective collineations. This group is isomorphic to 
the similitude group of three-dimensional Euclidean 
space. 6 The deformation of the energy integral under 
the three proper projective collineations generates 
three derived quadratic constants of the motion which 
are the components of the Runge- Lenz vector. 7 

Application of the theory to the three-dimensional isotro
pic harmonic OSCillator shows that it admits a nine
parameter trajectory collineation group which contains 
six proper affine collineations in addition to the expec
ted three-parameter rotation group. This TC 9 con-
tains an eight-parameter subgroup TC s. By a change in 
basis it is shown how this TC s may be brought into a 
form which has commutation relations characteristic of 
SU3 • The deformations of the energy integral which re
sult from the proper affine collineation symmetry map
pings lead to six quadratic constants of the motion which 
are the components of the well-known symmetriC tensor 
associated with the oscillator problem. 7 

2. PRELIMINARIES 

We consider a conservative system (n degrees of free
dom) with potential energy V{x) whose motion in con
figuration space with metric giJ{x) is governed by the 
dynamical equationS 

Dv i " 
-- +g'JV. = 0 
dt ,J' 

. dx i 
v'=--. 

dt 
(2.1) 

Contraction of (2.1) by gikvk yields the energy integral 

(2.2) 

where E is {an arbitrary)9 constant along each trajec
tory. 

Next we obtain the conditions for (2. 1) to admit a quad
ratic first integral of the form 
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(2.3) 

where Bij = Bji and where k is (an arbitrary)9 constant 
along trajectories. By use of (2.1) the requirement 
DI/dt = 0 leads to 

Bij;kVivjvk + Ai;jViVj - (2Bijg
ikV,k - n)vj - A;gijV,j = O. 

(2.4) 

If (2.4) holds without imposing additional restrictions on 
vi, we obtain the necessary conditions10 

BCij;k) = 0, 

2Bij g ikV,k - n,j = 0, 

ACi;j) = 0, 

gijA i v,j = O. 

(2.5) 

(2.6) 

(2.7) 

(2.8) 

Inspection of (2. 5)-(2.8) shows that a necessary condi
tion for the existence of an inhomogeneous first integral 
of the form (2.3) is the independent existence of the 
quadratic first integral BijVivj + n [from (2.5) and (2.6)] 
and the linear first integral AiVi [from (2.7) and (2.8)]. 
It immediately follows that the respective conditions are 
also sufficient for the existence of these integrals. 
Hence in our further considerations we recognize that 
use of (2.3) is merely a convenient formalism for hand
ling both types of first integrals simultaneously, 

3. TRAJECTORY COLLINEATIONS 

A trajectory collineation is defined by a vector field 
~i(X) and scalar cP(x) such that the infinitesimal trans
formation (lia == infiniteSimal) 

along with an associated change in differential path 
parameter 

dt = {1 + 2cp[x(t)]lia}dt, 

(3.1) 

(3.2) 

defined by cp(x) evaluated along trajectories, maps tra
jectories into trajectories in thatll 

(3.3) 

for all xi(t) which satisfy (2.1). Even though the accom
panying change in path parameter is defined only along 
trajectories, we have taken the structure of the func-
tion cp which describes this change to be coordinate de
pendent because the change in path parameter is assumed 
to be dependent upon the mapping vector ~i(X). 

We define and then evaluate by use of (3.2) 

£dt 1 (dt-dt) 
_f_ == lim - = 2cp[x(t)]. 
dt oa .... O lia dt 

(3.4) 

From Yano12 we obtain the well-known formulas (re
call Vi == dxi/dt) 

Dv
i 

. Dv
i 

£fdt _ v' ~(£~dt), £t -- = £t{j~}vjvk - 2--
dt dt dt dt dt 

(3.5) 

. . £fdt 
£ v' =- v' --

f dt ' 
(3.6) 

(3.7) 
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By use of (3.5) and (3.7) the expansion of (3.3) gives 

£'{J'k}VjVk - 2 -- -- - vi - -- + gijV .. ~k . Dv
i 

£fdt D (£fdt) 
> dt dt dt dt 'Jk 

_gjkV,j~;k = O. (3.8) 

Since (3.8) must hold for those vi which satisfy (2.1), 
we obtain along each trajectory 

(£f{/k} - liN, k - lik cp) vjv k + 4cpgi j V,j + gij~jkP 

- gjk V,j~fk = O. (3.9) 

Equation (3.9) is to hold for all solutions of (2.1) and 
not act as a constraint; therefore, we obtain as condi
tions for a trajectory collineation the equations 

(3. 10) 

(3.11) 

Equation (3.10) is recognized as the necessary and suf
ficient condition for the configuration space to admit a 
projective collineation (see Ref. 2). 

If there exist functions CPa and vectors ~~, a = 1, ... ,r, 
which satisfy (3.10), then these vectors define an r
parameter group PC .. .13 The additional conditions (3.11) 
select from these projective collineations those ~~ and 
functions CPa' a = 1, ... , s, s::s r, which define trajec
tory collineations (if they exist). 

If we integrate the equation which results from the con
traction of i and j in (3.10), we find that 

(3. 12) 

where ha are constants. Equation (3.12) together with 
(3.2) shows the explicit dependence of the associated 
change in differential parameter upon the mapping 
vector ~~. 

The sufficiency of conditions (3.10) and (3.11) for tra
jectory collineation follows by inspection. Hence we may 
state 

Theorem 3.1: Equations (3.10) and (3.11) are neces
sary and sufficient conditions for the infinitesimal trans
formation (3.1), with associated change in differential 
parameter (3.2), to define a trajectory collineation of a 
conservative dynamical system (2.1). 

4. RELATED FIRST INTEGRAL THEOREM BASED 
ON TRAJECTORY COLLINEATIONS 

We now assume that the dynamical equation (2.1) has a 
known first integral I of the form (2.3). In addition we 
assume that there exists a vector ~~ which defines a 
trajectory collineation as described in Theorem 3. 1. 
The process of Lie differentiation may be interpreted 
as a point mapping which drags along both coordinates 
and geometric objects.14 We may therefore calculate 
the deformation £a (where £a == £f ) in the known first 

a 
integral I under this trajectory collineation which drags 
trajectory into trajectory. This deformation is constant 
along the new trajectory. We thereby obtain an addi
tional first integral Ia == £aI as a consequence of the 
deformation of the original one under the symmetry 
mapping. The form of such a "derived" quadratic first 
integral obtained from (2.3) is 

(4.1) 
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where ka is constant along trajectories. Expansion of 
(4.1) with use of (3.4) and (3.6) gives 

(4.2) 

where 

baij == £ctBij - 4¢a B;j' aai == £aAi - 2¢aA i' 

fa == O.i~~' (4.3) 

As an alternative proof of the validity of (4.2), we now 
give a direct verification that Ia is a constant of the 
motion. We will show that if a quadratic first integral 
of the form (2.3) is known and if there exists a vector 
~~, which satisfies (3.10) and (3.11), then [refer to Eqs. 
(2.5)-(2.8)] 

ba(ij;k) = 0, 

2bcxijgikV,k - fa,j = 0, 

act(;;j) = 0, 

(4.4) 

(4.5) 

(4.6) 

(4.7) 

First we verify condition (4.4). By use of (3.10) and the 
identity (see Ref. 12) 

(£aBi);k == £cx(Bij;k) + £a{7,;}Bmj + £cx{fo}Bim , (4.8) 

we obtain 

baij;k = £a(Bij;k) - 2¢CX,k Bij + ¢a,iBjk + ¢a,jBik 

-4¢aBij;k' (4.9) 

If the indices (ijk) are symmetrized in (4.9) and if (2,5) 
is used in the resulting equation, we obtain a verifica
tion of (4.4). 

We next consider the left side of (4.5) which expands to 

2Bij 'm~~ngikVk + 2BmJ'~;"igikV + (2B. cr ki V - 0 )tm. 
, • '.k lomb ,k ;m ':,O::J 

- 8¢aB jjgki V,k - O;kj~:" (4.10) 

From this expression subtract the Lie derivative of 
(2.6) with respect to ~;'. The result is the same as 
condition (3,11) contracted with -2Bij' Consequently 
(4.5) does hold. 

We now consider condition (4.6). By an identity similar 
to (4.8) it follows with use of (3. 10) that 

(£aAi);j = £a(Aj;j) + ¢a,jA; + ¢a,iAr 

It therefore follows that 

(4.11) 

aai;j = £a(A;) - ¢a,jAi + ¢a,jAj - 2¢aA;;j' (4.12) 

which vanishes identically after symmetrization on in
dices (ij), provided (2.7) is used. 

Finally we recognize that requirement (4.7) follows as 
a consequence of (2.8), the Lie derivative of (2.8) with 
respect to ~~, and the equation obtained by contraction 
of (3.11) with Ai' 

This remark completes the alternative proof. Hence 
we may state 

Theorem 4.1: If a conservative dynamical system 
(2.1) admits a quadratic constant of the motion (2.3) 
and if there exists a trajectory collineation based upon 
vector ~~ (as described in Theorem 3.1), then in general 
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there will exist an additional constant of the motion of 
the form (4.2), which is based upon the deformation of 
the original one under the trajectory collineation. 

For the convenience of handling two examples treated 
later in the paper we specialize Theorem 4. 1 to obtain 
additional constants of the motion which are based upon 
the deformation of the energy integral (2.2) under tra
jectory collineations in a flat configuration space with 
Cartesian coordinate system. Hence in (4.1) we take 
Bij == tR"ij = tOij, Aj = 0, 0 == Vex), and obtain from 
(4.2) and (4.3) derived first integrals of the form 

tw . + ~j . - 4A. o .. )viv j + V.~i = k~, ex.} ex,z 'f'ex tJ • z ex u.. 

¢a = (n + 1)-l~~,; + ha • (4.13) 

5. DEPENDENCY RELATIONS BETWEEN DERIVED 
FIRST INTEGRALS 

Let us now assume the existence of an s-parameter 
group of trajectory collineations TCs defined by vectors 
~~, Ci = 1, ... , s, With a given constant of the motion I 
of the form (2.3), Theorem 4.1 generates derived con
stants of the motion la which are formulated in terms 
of the vectors ~~. Repeated application of Theorem 4.1 
based upon the deformation of la with respect to q will 
in general lead to a new constant of the motion (second 
derived integral) Is a given by 

lsa = [£B(£aB;j - 4¢a Bij) - 4¢s(£aBij - 4¢aBij)]v iv j 

+ [£S(£aAi - 2¢cxA i) - 2¢s(£aAi - 2¢aA i)]v i 

+ £8£a O . (5.1) 

We now consider dependency relations between such 
second derived quadratic first integrals for the case in 
which Ci '" f3. From (5.1) we immediately obtain 

lBa - laB = [(£8£a - £a £B)Bij]viV j + [(£a£" - £a £B)A;]v i 

+ (£8£0: - £"£8)0 + 4(£a¢S - £s¢a)Bjjviv j 

+ 2(£a¢s - £S¢a)Aivi • (5.2) 

Since we have assumed the existence of a group of sym
metry mappings, it follows that (see Ref. 12) 

£S£a- £"£8 =Cla£y' 

£8~~ = ClC(~i' 

(5.3) 

(5.4) 

where CJ8 are the structure constants of the group of 
trajectory collineations. From (3.10)-(3.12) and an 
identity similar to (4. 8) it follows by use of (5.4) that 

£a¢B - £B¢a = - Cba¢Y, C~Bh} = O. (5.5) 

By use of (5.3) and (5.5) in (5.2) we obtain 

(5.6) 

Hence we see that if a conservative dynamical system 
admits a trajectory coUineation group, then the struc
ture of this group is essential to the linear dependency 
relations between derived first integrals which are 
based upon the deformations of a given first integral 
under the action of these symmetry mappings. 15 

6. APPLICATION I: ISOTROPIC SIMPLE HARMONIC 
OSCILLATOR 

We now consider the three-dimensional isotropic simple 
harmonic oscillator with both angular frequency and 
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mass taken to be unity. For simplicity we use Carte
sian coordinates (gij == 0ij)' 

We first find the trajectory collineation vectors for this 
dynamical system. Equation (3.10) now becomes the 
condition for a projective collineation in a Euclidean 
space E 3' In Cartesian coordinates it has the well
known solution (see Ref. 13) 

~k = amxmxk + s!xm + w!xm + ck, 

w! = - wf{', (6.1) 

where am's!, w!, and ck are constants. From (6.1) we 
obtain for n = 3, the vectors ~~, a == 1, ... ,15 [based 
upon the 15 arbitrary constants which appear in (6.1)] 
which define the 15-parameter group PCI5 • 

With the potential energy of the oscillator defined by 
V == t 0ijxiXj and with ~k given by (6.1), we find that 
(3.11) reduces to 

(6.2) 

From the divergence of (6.2) we obtain 

¢ = ~(amxm- ¢.mxm). (6.3) 

Use of (6.1) and (3.12) gives ¢.m = am' This result 
with (6.3) requires that ¢ = O. Consequently [from 
(6.2)] c i = 0 and a i = 0, i = 1,2,3; therefore, we obtain 

(6.4) 

Substitution of each of the independent vectors ~~, a = 
1, .... , 9 (based upon the nine independent constants s/' 
wi') into (3. 12) dictates the values of the cons!ants ha 
such that ¢CI. == O. It follows from (3.2) that dt = dt for 
this TCg group. 

With ¢CI. == 0 we note from (3.10) that £CI.{}k} = O. Hence 
the TCg admitted by the three-dimensional isotropic 
harmonic oscillator is the group of affine collineationsI3 
ACg (or linear homogeneous group6) in the configuration 
space E:3. This group contains three rotations (para
meters wi) and six proper affine collineations (para
meters sj). The generators ~~ai (ai == a/xi) areRCI. == 
(xB13 y - xros), ACI. == (x~oy + xros)' (a, (3,'Y) cyclic per
mutations of (1,2,3); 5C1. == xCl.0Cl.' (no sum), a == 1,2,3. 
The group structure for this TCg is given in Table 1. 

From (4.13) with ~j defined by (6.4), ¢ ::= 0, and V::= 
tOijXixj we obtain for the isotropic harmonic oscillator 
the quadratic constant of the motion 

S/(Xixj + viv j ). (6.5) 

Thus for each of the six independent parameters Sf of 
the proper affine collineations we find a concomitant 

TABLE I.a Isotropic harmonic oscillator TCg commutators [X",Xal. 

~ SI S2 S3 Rl R2 R3 Al A2 A3 

SI 0 0 0 0 -A2 A3 0 -R2 R3 

S2 0 0 0 Al 0 -A3 Rl 0 -R3 

S3 0 0 0 -AI A2 0 -Rl R2 0 

Rl 0 -AI Al 0 -R3 R2 W23 A3 -A2 

R2 A2 0 -A2 R3 0 -Rl -A3 W31 Al 

R3 -A3 A3 0 -R2 Rl 0 A2 -AI W12 

Al 0 -Rl Rl W32 A3 -A2 0 -R3 R2 

A2 R2 0 -R2 -A3 W13 Al R3 0 -Rl 

A3 -R3 R3 0 A2 -AI W2I -~ RI 0 

aThe symbol W"a == 2(S" - Sa), a, fl = 1,2,3. 
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quadratic constant of the motion based upon the defor
mation of the energy integral. These six quadratic first 
integrals are immediately recognized to be the compo
nents of the well-known 7 symmetric tensor associated 
with the oscillator problem. 

We note that the three rotational symmetries of the TCg 
do not lead to (first) derived quadratic constants of the 
motion because they do not deform the energy integral. 

From the TCg [(6.4)] we construct an eight-parameter 
subgroup by requiring Tr(s/) ::= O. We ta~e s~ as de
pendent and obtain the eight generators ~~oi: 

RCI. == (xBOy - XYos)' ACI. == (xSo y + XYo/3)' (a, f,y) 

a cyclic permutation of (1, 2, 3); 

(no sum), a ::= 1,2. (6.6) 

The structure of this TCs is given in Table II. 

By a change in basis this TCs may be brought into a 
form [Ref. 7 (1965), Eq. (26)] which has commutation 
relations characteristic of 5U3 • The generators which 
exhibit the 5..u~ gro?p struc~re ar~ ob~ained from th.ose 
Qf (6.6) byAE = - 2E(A:J + EiAIL. A:J€ = (~-_52 + ElA 3 ), 

L, == - i(R1 + EiR 2), E = ± 1, L3 == - iR 3, Ao == 
- (5 1 + 52)' 

7. APPLICATION II: KEPLER PROBLEM 

We conSider now the three-dimensional Kepler problem 
for a unit mass. With the use of Cartesian coordinates 
(gij ::= 0ij) the potential energy is 

V = - ko/r, r == [6;~1(Xi)2]1/2, ko == const. 

A trajectory collineation vector ~k for this dynamical 
system must satisfy (3.10). Hence in Cartesian coor
dinates it must also be of the form (6.1). For the Kep
ler potential we find (3.11) takes the form 

4¢Xi - 4a~mxi - 3s!xmxkxir-2 - 3ckxkxir-2 = O. (7.1) 

The divergence of (7.1) and use of (3.12) imply 

(7.2) 

By (7.2) and (7.1) we obtain ck ::= 0, k = 1,2,3. We 
equate grad ¢ based on (7. 2) (with ck = 0) with grad ¢ 
based upon (3.12) and obtain s{ = sot. It then follows 
that all hCl. = 0 in (3.12). Thus the Kepler problem in 
three dimensions admits the TC7 group defined by the 
vectors ~~, a = 1, ... ,7, based on the remaining seven 
independent constants and written collectively in the 
formI6 

wj =- wi. (7.3) 

TABLE II.a Isotropic harmonic oscillator TCa commutators [X",Xal. 

~ SI S2 RI R2 R3 Al A2 A3 

SI 0 0 Al - 2A2 A3 RI - 2R2 R3 

S2 0 0 2AI -A2 -A3 2RI -R2 -R3 

RI -AI - 2Al 0 -R3 R2 2S2 A3 -A2 

R2 2A2 A2 R3 0 -Rl -A3 - 2S1 Al 

R3 -A3 A3 -R2 Rl 0 A2 -AI W12 

Al -Rl - 2Rl - 2S2 A3 -A2 0 -R3 R2 

A2 2~ R2 -A3 2S1 Al R3 0 -Rl 

A3 -R3 R3 Aa -AI W21 -R2 Rl 0 

aThe symbol W"a == 2(S" - Sa), a,fl = 1,2. 
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From (7.2) and (7.3) we find 

4> = are j + 3s/4 

and hence from (3.2) it follows that dt = dt[1 + 
(2aj xi(t) + 3s/2)oa]. 

(7.4) 

The transformations based on these ~~ include three 
proper projective collineations (parameters aj ), a homo
thetic motion or scale change (parameter s), and a three
parameter rotation subgroup (parameters wl). The 
generators ~~ 0i are P a == XaXioi , O! = 1,2,3, S == xiot , 
Ra == (xSo - xr0tl )' (O!, (3,y) cyclic permutations of 
(1,2,3). the group structure for this TC7 is given in 
Table III. We note this TC7 is isomorphic to the simili
tude group in three-dimensional Euclidean space. s 

TABLE ID. Kepler TC7 commutators [X",Xel. 

~ S Rl R2 R3 P1 P2 P3 

S 0 0 0 0 P1 Pz P3 

Rl 0 0 -R3 Rz 0 -P3 P2 

R2 0 R3 0 -R1 P3 0 - P1 

R3 0 -R2 Rl 0 - P2 P1 0 

P1 -P1 0 -P3 P2 0 0 0 

P2 -P2 P3 0 -P1 0 0 0 

P3 -P3 -P2 P1 0 0 0 0 

Based upon the potential V = - ko/r, we obtain from 
(4.13) by use of (7.3) and (7.4) the (nontrivial) derived 
quadratic first integral 

(7.5) 

The derived constant of the motion based on parameter 
s was essentially the undeformed energy and hence was 
not included in (7.5). Again we observe that the rota
tion symmetries leave invariant the energy integral and 
differential path parameter and hence do not generate 
new quadratic constants of the motion. The three quad
ratic first integrals obtained from (7. 5) are the well
known components of the Runge- Lenz vector. 7 Thus 
we have a second illustration which shows how quadra
tic constants of the motion are generated by the defor
mation of the energy integral as a result of a symmetry 
mapping within the configuration space. 

The TC7 of the Kepler problem admits a six-parameter 
subgroup TCs (refer to Table III) with generators R a and 
Pa , O! = 1, 2, 3, (This projective TCs has the same 
group structure as the Euclidean group of rotations and 
translation.) The existence of such a dynamical sym
metry subgroup is not surprising. By means of a cano
nical transformation it has been shown17 that any dyna
mical system of three degrees of freedom with rotation
ally invariant Hamiltonian will admit six constants of 
the motion whose Poisson bracket algebra will exhibit 
this characteristic TCs structure. 
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Note added in proof: A phase space formulation of a 
related integral theorem for dynamical systems govern
ed by Hamilton's equations has been obtained [G. H. 
Katzin, Lett. Nuovo Cimento (to appear 1973)]. The 
allowed dynamical symmetry mappings are a generali
zation of canonical transformations and the related 
integral theorem which results may be interpreted as 
a generalization of Poisson's theorem on constants of 
the motion. 
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We show, that in a local field theory of the Wightman type, with an irreducible set of finitely many, 
relatively local field operators </> k ,I :s; k:S; n, and a set of local, locally conserved symmetric current 
operators Jj~ (x), the charge operators Gj that are associated with these currents are essentially self
adjoint on the domain ofstrictiy localized states, provided the Gj:s satisfy [Gj,<Pk(g)] = k/=,ll/ <PM), 
gE D(1R4 ), where the T'i:s are finite dimensional matrices. Furthermore when the T':s close to a 
faithful representation of a Lie algebra g, then g is finite-dimensional and compact and its representa
tion can be integrated to a unitary representation of corresponding Lie group. 

1. INTRODUCTION 

The quantum;mechanical approach to symmetries 
follows the lines originated by Wigner.1 In his scheme 
one considers invariances of transition probabilities 
under symmetry transformations of the state vectors. 
Wigner showed that such transformations can be real
ized as unitary (or antiunitary) representations of the 
symmetry group in question. In the case of a continuous 
symmetry group, the representation of the generators 
of the group consists of operators that are essentially 
self-adjoint on their common invariant Gilrding domain. 
Since essentially self-adjoint operators have unique 
self-adjoint closures, the operators that represent the 
generators of the symmetry group are candidates for 
observables connected with the symmetry. The impor
tance of having self-adjoint operators as observables 
lies of course in their spectral properties and in the 
completeness of their eigenfunction spaces. 

In local field theory, we expect that the symmetry should 
manifest itself already at the local level. Thus, in local 
Lagrangian quantum field theory, Noether's theorem2 

states that, to any given group of point transformations 
of the fields that leaves the Lagrangian invariant, there 
corresponds a set of locally conserved current den
sities. The time- independent space integrals of the 
time components of these currents, which are called 
"formal charges," correspond to the generators of the 
symmetry group in the sense that their action on the 
fields under formal commutation is that expected of 
the generators. 

Intuitively one would like to consider these charges as 
observables. From the previous discussion it is then 
necessary to show that they are in some sense at least 
essentially self-adjoint on some dense domain in Hil
bert space. Following Ref. 3, this problem, how to come 
from the local current conservation law to the genera
tor, will be called here "the converse of Noether's 
theorem." 

At a more rigorous level of Wightman field theory, it 
turns out that a formal charge never exists as an opera
tor in the Hilbert space JC of states, but that it deter
mines, by its matrix elements between vectors in a 
dense subdomain, the sesquilinear form of an unbounded 
operator G defined on this domain.4 If the current 
operator is symmetric, then G is symmetric, and the 
problem is thus to show that G is at least essentially 
self-adjoint on some dense domain in JC. What is lack
ing in the Wightman framework is a dynamical prin
ciple, like Noether's theorem, which can give us the 
currents corresponding to a certain symmetry group. 
The best we can do at present is therefore to postulate 
the action of the charge, or rather the operator G, on 
the field algebra. This action will determine the equiva-
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lence class of those current operators that correspond 
to a certain operator G. 

We will restrict ourselves to a study of this problem 
for the case of charges corresponding to internal 
(space-time decoupled) symmetries, assumin~ that 
there is in the theory a basic irreducible set l.pJ~ of 
n local fields transforming linearly among themselves 
under the action of adG. This approach still leaves 
open the question of whether such a set can always be 
chosen. 

In Sec. 2 we recall some theorems of importance for a 
consistent formulation of the action of G in the field 
algebra. In Sec. 3 we show that under the assumption 
that adG acts as the particular derivation in the set 
{<pJ1 mentioned above, then G is essentially self-adjoint 
on the domain of strictly localized states, and its clo
sure can be integrated to a unitary representation of a 
one-parameter symmetry group. 

In Sec. 4 we give conditions under which a set of G:s 
close under commutation to a Lie algebra. It turns out 
that the Lie algebra is compact and integrable to a 
unitary representation of a corresponding Lie group. 

Section 5 is devoted to criticism of the assumptions 
and a discussion of the significance of the results. 

2. CHARGES IN QUANTUM FIELD THEORY 

Let us consider a local quantum field theory of the 
Wightman type with a set a = {<Pk(g);g E S(1R4);k E K} 
of local, relatively local field operators <Pk(g) ordered 
by some finite index set K. These operators act in a 
Hilbert space JC of state vectors. We assume that the 
set a is irreducible and generates the field algebra 
5'(a). This means that 5'(a)n = JC, where n is the unique 
vacuum state in JC. We will further assume that the 
energy-momentum spectrum has a mass-gap. 

Two subsets :Dq£ and :DL of JC are of importance. :DL , 

the set of strictly localized states is defined by 

:D L = { q, E JC; q, = 
M 

= ~ Jd4xl"'d4x"Jfm(Xl"",Xm)<Pll(Xl)'" <Plm(Xm)ft 
m=O 

(2.1) 

(:D and S are the ordinary test function spaces defined 
by L. Schwartz. 5) 

T?e set :DqL of quasilocal states is defined as !JL but 
wlth f5m E S (1R4 m ). 

Assume now that we are given a set 

CB = {Ji~(g);i E 1;J/(a~g) = 0; g E S(i{4)} of local, 
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locally conserved four-vector current operators J;" (g), 
symmetric on :DL and relatively local to (i. 

To each one of these currents we associate a formal 
charge Q, = limR_ooQi.R' defined by 

(2.2) 

The test functions fT and fR are defined as follows 6 : 

(a) fT(xO) E :D(JlV) and f)x) E :D(R3); 

(b) fT(xO) = 0 for Ixo I > T, 

fT(xO) = fT(-xO), J f(xO)dxO = 1, 

1
1 for Ix I < R 

fR(x) = foRt Ix I) for R < Ix I < R + L, L > 0 
for Ixl >R + L. 

The matrix elements of Qi,R between states in :DqL 
define a sesquilinear form over (:DqL , :DqL ). Thus 

We now have the following theorems: 

Theorem 2. 14 ,6,7: The sesquilinear form Qi,R(W, X) 
over (:DqL , :DqL ) determines in the limit R ---? r:t.- the form 
of a charge operator Gi with domain :DqL • 

For a proof see, e.g., Ref. 3. 

Since the currents are assumed to be symmetric, the 
operators Gi are symmetric. 

Under the assumptions of Theorem 2.1 it follows 6 that 
Q i(W, rl) = 0 since rl~ :DqL • Thus (w, Girl) = 0 for 
W E !DqL' But since :DqL = JC we get by continuity Gi Q= O. 
For our considerations in next section we also need the 
following result. 

Theorem 2.2 3•6 : [Gi , ¢k(g)]:DL C :DL , ViE I, when
ever gE :D(iR 4),i.e.,the commutator [Gi'¢k(g)] is a 
strictly localized operator. 

3. ESSENTIAL SELF-ADJOINTNESS OF CHARGE 
OPERATORS 

We are now prepared to postulate the action of the 
charge operators Gi on Ct. Our basic assumption, 
modeled after the situation in Lagrangian quantum field 
theory is that 

n 

[Gp <Pk(g)] = 6 T,.il ¢l(g), g E !D(R4), (3.1) 
I = I 

where Ti is a matrix of rank n. Relation (3.1) is under
stood to hold on :DL • That this kind of transformation 
law is not incompatible wH'h the previous assumptions 
follows from Theorem 2.2 and the fact that ¢k(g):DL C 

:DL and from a study of free-field models. 

We now have the following. 

Theorem 3. 1: Given a set of symmetric charge 
operators Gi , i E I, acting in a according to (3.1) as a 
relation valid on !DL , the Gi are essentially self-adjoint 
on D L and their closures can be integrated to unitary 
one-parameter groups. 

Proof: Gi is by assumption a symmetric operator 
with domain DG . = :D L which is invariant under G

i
• 

Application of(3. 1) to G E :D L gives 
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(3.2) 

Thus to each g E :D(R4) we can associate a vector space 
V C :DL , with dim v., :s n, which is invariant under 
cf;. The restriction Gi I Vg of Gi to Vg is given by the 
same Ti for every g E :D(R4). The Ti are Hermitian 
operators since every Gi is symmetric on !D L and thus 
Gi I v is a Hermitian operator since v., is invariant 

g 
under Gi • 

Thus we can integrate Gi I v to a unitary representation 
g 

of a one-parameter group in Vg: 

exp(itGi I v ) = exp(itTi). 
g 

(3.3) 

Now U gE:Il(R4) Vg = :D1, where :D1 is the linear span of 
vectors 

Since v., is finite-dimensional, 

U 4 exp(itGi I v ) = exp(itGi I 1) = U 4 exp (itTi) 
gE:Il(R ) g :IlL gE:Il(R ) (3.4) 

is an isometric representation of a one-parameter 
group in :D1. 

We now consider the filtered subspaces :DE' C :DL 
obtained by applying polynomials of degree :s m in the 
field operators in (i on !? Explicity we have 

:DE'={<PE :DL ;4>=A<l>Q 

k 

= 6 ¢I (gl)'" <PI,(ltj)rJ; Vk:s m, Vgi E :D(R4)}. 
j=l I} . 

For each fixed product of g;:s we get a linear finite
dimensional subspace v.,l".gk of :DE', which is in
variant by G; . 

Consider the operator G; I v ' which is Hermitian 
gl .. · g k 

and can be integrated to a unitarity one-parameter 
group defined by 

exp(itG; I v ) <Pg ... g 
gl"' g k 1 k 

where <Pg ... g E v., ... g • By gluing all spaces Vg "'g 
1 k 1 k 1 k 

together with respect to the test-functions and taking 
the union over all k :S m we get :D£,. Thus by similarly 
gluing all unitary operators on v., 1'" g k together and 
taking the union over all k :S m we get 

(3.6) 
which is easily seen to be the isometric one-parameter 
groups on :D£,. 

Now 

lim ind :D £' = JC 
m~OO 

where bar denotes the closure in the Hilbert space topo
logy. By linearity therefore the G;: s integrate to unitary 
representations of one-parameter groups on JC. 

We have thus shown that each G;, which is defined as a 
symmetric operator on :DL can be integrated to a uni-
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tary representation of a one-parameter group on JC 
which leaves ::DL invariant. As a consequence of Stone's 
Theorem and a lemma by Nelsons it follows that G

i 
is essentially self-adjoint on ::DL • (This follows after 
passing from (2)m ::D(R4) to ::D(R4m) for every m.) 

Remarks. 1. An alternative way to prove the essen
tial self-adjointness of the Gi:s is to use Nelson's 
Theorem9 • Thus we have for <pm the estimate 

00 Sk Eo k! IIGf<Pmll< em exp(snmIITill), 

where <pm = ¢{ (gl)" • ¢{ (gm)n. 
1 m 

This shows that there is a dense set of entire vectors 
for the Gi :s. 

2. It is clear from the method of proof above that we 
can permit the Ti:S to depend upon g as an index. Thus 
we may take 

(3.1') 

The proof proceeds as before. We have 

By compatibility with the weak topology induced from 
JC on ::Dl, the Ti(g):S must coincide when the g:s overlap 
since Gi I 1 is symmetric. Hence 

~L 

where Ti = U g€~(R4) Ti(g) is the union of Ti(g) over 
the g : s. The rest of the proof goes as before, now with 
Ti replacing Ti. 

This possibility will not be considered further. 

4. COMPACTNESS OF FINITE-DIMENSIONAL 
INTERNAL SYMMETRY GROUPS 

Given that the Gi : s are essentially self-adjoint opera
tors on ::DL we consider the system {Gi ; i E I} of these 
operators. The fundamental assumption (3.1) on the 
action of the Gi : s on a turns out to be very restrictive. 
We have the following 

Theorem 4. 1. Assume that the Ti: s close under 
the Lie-product to a faithful representation of a sym
metry algebra g. Then the corresponding one-para
meter groups close to a compact Lie group. 

Lemma: If the Ti: s form a faithful representation 
of g we have dim g :s n 2 • 

Proof: Since the Ti: s are Hermitian n-dimensional 
matrices, there are at most n 2 such ones. Thus if order 
I> n 2 all Gi : s are not linearly independent. Thus by a 
linear change of basis, all Gi : s with i > n 2 will have 
Ti: s = O. This contradicts the assumption that the 
Ti: s form a faithful representation of g. The Gi : s thus 
span a Lie-algebra g with dimg = order I:s n 2 • 

Proof of Theorem 4.1. Assume that the Ti:S close 
to a representation of g according to 

(4.1) 

where the cki : s are the structure constants of g. Then, 
by using the Jacobi identity 
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Gi : s satisfy 

[G.,G]l v = ckiiGklv 
, ) g g 
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(4.3) 

The Lie-algebra g can thus be integrated to a unitary 
group matrix on Ti, the closure of which is compact. The 
procedure of passing from a representation on Ti to a 
representation on JC goes as before. Since the Gt : s are 
represented by the Ti: s on Vg we obviously get a finite
dimensional, faithful, Hermitian representation of g. As 
is very well known, this implies that g is compact. 

Remark. The integrability of g can also be demon
strated by verifying the commutation relations directly 
on ::DL• The compactness of g is demonstrated as above. 
The fact that we have a dense domain of entire vectors 
on which the Gi : s can be simultaneously integrated 
does not by itself exclude the possibility of having g 
noncompact and nilpotent. 10 The compactness of the 
internal symmetry group has also been discussed under 
different assumptions by Ref. 11 and 12. 

5. CONCLUSIONS, CRITISISM AND SUGGESTIONS 

Our main results are contained in theorems 3.1 and 
4.1. 

From the physical point of view, Theorem 3.1 gives 
a satisfactory connection between time independent 
charge-operators and observables in local quantum 
field theory. 

More interesting is perhaps Theoretr. 4. 1 which shows 
that space-time decoupled symmetry algebras, acting 
in the generating finite set of irreducible field opera
tors according to (3. 1), are of compact type. This 
means that if we want to have a non-compact symmetry 
algebra we must modify the basic assumptions. This 
will be discussed later on. 

Actually it seems as if most of the field theoretical 
models considered in the literature are covered by our 
assumptions. This depends of course upon that assump
tion (3. 1) is directly built in into these models. It is in 
fact not clear what one should mean with a symmetry in 
a field theory, if this is not the case. 

Since we have restricted ourselves to a linear action of 
the Gi : s with respect to Ct, our results do not cover 
those models, where SU(2) (2) SU(2) is realized non
linearly on the field algebra. However, in the case of 
massive pions, SU(2) (2) SU(2) is not a symmetry of 
these models, and the case of mass-less pions is exclu
ded by assumption. Other types of non-linear realiza
tion of the symmetry must face the difficulties already 
with the distribution theoretical definition of a product 
of field operators at the same point in space-time. 

The symmetry algebras covered by our assumptions 
turn out to be integrable to group representations. 
Since this is a quite strong result we want to pass some 
comments on local representations here. 

Firstly, all our symmetries are space-time decoupled 
by assumption (3.1). Hence our result does not apply 
to recent attempts 13 to consider local representations 
of non-trivial unifications of the Poincare algebra with 
some internal symmetry algebra. 

Secondly, even in the case of rotation group, SU(2), we 
know from experience with the study of complex angular 



                                                                                                                                    

1221 H. Snell man: Charges as generators 

momentum that local representations are of physical 
importance. 

In passing it should be noti<.:ed, that the demonstration 
of Noether's Theorem utilises only the infinitesimal 
action of the symmetry group. Thus there is a priori no 
reason at all why the Lie-algebra of the generators 
should be integrable to a group representation in JC. 

The automatic integrability for space-time decoupled 
symmetry algebras therefore seems to be directly 
connected with the fact, that in this case the internal 
parameter spaces do not have any physical interpreta
tion. Hence, contrary to what is the case for space
time symmetries, the boundary conditions which distin
guish integrable vectors from non-integrable ones, do 
not have physical significance. 

The criticism of our basic assumptions can be summed 
up as follows: 

(a) We work with finitely many field operators. 

(b) We consider only space-time decoupled sym
metries. 

(c) We consider only linear actions of the G;: s on <t. 

(d) We lack in the Wightman framework a principle like 
Noether's Theorem, to give us the conserved currents 
corresponding to a given symmetry. 

If point (d) were solved we would of course immediately 
know the action of the G;: s in <t. On the other hand, as 
we mentioned in the introduction, the specification of 
the action of the G;: s in <t determines the corresponding 
equivalence classes of the local, locally conserved cur
rents. In this approach it still remains to be investi
gated, whether fields satisfying assumption (3. 1) always 
can be chosen. To get away from the compact case we 
must obviously consider modifications of assumption 
(3.1) in accordance with the criticism in points (a), (b), 
and (c). 

On the other hand it is not at all clear that the space
time coupled symmetries always will generate con
served currents. Thus point (b) will eventually turn 
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out to be disconnected to Noether's Theorem and there
fore to it's converse. 

The technical problems met in connection with point (c) 
has already been discussed. It should however be evi
dent that Theorems 3.1 and 4.1 are quite loosely coup
led to the structure described in Section 2. This means 
that the integrability holds for any symmetric operator 
that fulfills the conditions of the theorem independent 
of whether it is a charge operator or not. It also means 
that the results will be applicable to non-relativistic 
quantum field theory, in particular since the locality 
property is used only in section 2. 

It is a pleasure to thank Professor M. Flato for many 
fruitful and constructive discussions on the subject of 
this paper. 

I also would like to thank Professor B. Nagel for en
couragement and helpful comments on earlier versions 
of the manuscript. 
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From the Alisauakas-Jucys triple summation expression, the Wigner 9j coefficients may be 
visualized as boundary values of a new generalized hypergeometric function <I>(3)(a ik ;/3 k '-Ym; Wk) in 
three variables. Integral representations are given both for <1>(3) in general and its boundary values as 
the 9 j coefficients. The Radon structure is discussed. It is seen that <1>(3) and the 9 j coefficients in 
general do not belong to the class of hypergeometric functions whose Radon transforms are products 
of linear forms. 

I. INTRODUCTION 

In a previous paper,l the structure of the Wigner 9j co
efficients was analyzed from the Bargmann approach. 
The generating function was derived, the 72-element 
symmetry was manifest, and a sixfold summation ex
pression for the 9j coefficient was obtained. Contrary to 
the situation of the lower-order coupling and recoupling 
coefficients where the Clebsch-Gordan coefficent may 
be visualized as a 3F 2 function at x = - 1 and the Racah 
coefficient as a 4F 3 function at x = 1,2 the 9j coeffic
ient is seen not to belong to the pF q family of functions. 

However, the question was unanswered as to whether 
the ~ coefficient may be regarded as a boundary value 
of a member of some other class of generalized hyper
geometric functions. A particularly interesting class of 
generalized hypergeometric functions is the Gel'fand 
type3, being the Radon transforms of products of linear 
forms. Does the 9j coefficient satisfy the Gel'fand 
criterion? The sixfold summation expression derived 
in Ref. 1, having a rather complicated Radon transform, 
was not suited to answer this question. 

Alisauskas and Jucys4 have derived a remarkable triple 
summation expression for the ~ coefficients. This 
triple summation expression, while lacking in the mani
fest symmetry of the ~ coefficients, permits a definition 
of a new generalized hypergeometric function in three 

G 
+j21 +j31 -jll 
h2 -j12 -j22 

+j31 +j33-j32 

( 

-2jll) 
(b k) == -2j22 , 

2 + 2h3 

1 +j12 +j13 -jll 
1 +j12 +j32 -j22 

h3 -j13 -j23 

(4) 

(5) 

(6) 

(7) 

v(abc) == [r(2 + a + b + c) r(l + a + b - c) 

x r(l +c +a - b)/r(l + b +c -a)]', 
:3 

K 2 == k[ll r(a kk)r(a 12)r(a 31 )r(1 - bl )r(l - b2 )r(1 - c l ), 
(8) 
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variables cp (3) «()' kl; f3 i ,Y m ; w k) [Eq. (11) below] of which 
the 9j coefficient is evaluated at W k = 1 together with 
the special values of the coefficients ()', f3, and y. 

A ninefold integral representation is given for cp (3). 

When restricted to the case of 9j coefficients, a sixfold 
integral representation is obtained. It is seen that, in 
general, neither cp(3) nor the ~ coefficient satisfy the 
Gel'fand criterion. 

II. ALiSAUSKAS-JUCYS TRIPLE SUM EXPRESSION 
OF 9j COEFFICIENTS 

The ~ coefficient in the Alisauskas-Jucys triple sum
mation form may be written as follows: 

\ ~1l ~12 ~131 
'/ )2l)22)23 ~ 
hlh2j33\ 

where K is a multiplicative factor [see (6) below], 

(a)x == r(a + x)/r(a), (2) 

a kl' b k' and c m are certain linear combinations of the 
j pq 's, namely, 

j21 - j31 - jll 
j23 - j21 - j22 

1+j23+h3-j13 
(3) 

K3 == r(l - a 13)r(l - a 21)r(1 - a 23)r(1 - a 32 ) 

3 
x kDl r(l - a k4) r(b3)r(c 2 )r(c 3 )· (9) 

The apparent lack of symmetry among the entries in 
a kl' b k' and c m in (3)-(5) is perhaps mitigated by the 
summation simplicity of Eq. (1). 

III. 9j COEFFICIENT AS BOUNDARY VALUE OF A 
NEW HYPERGEOMETRIC FUNCTION 
¢(3)(ak,; (3k''Y m ; wk ) 

Equation (1) immediately suggests that the ~ coefficients 
may be regarded as boundary values of a function in 
three variables at W k = 1, k = 1,2,3, namely, 

{9j} =Kcp(3)(akl;bk,cm;wk = 1) 

with the a's, b's, and c's given by (3)-(5). The ¢ (3) 

function is defined as follows: 

Copyright © 1973 by the American Institute of Physics 
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3 4 

kUI lUI (CY kl) "k 3 
3 3 kUl 

(11) 

k!:l (f3 k)"k m!:l (Ym)"n+q 
(m,n, k 
eyeli e) 

</> (3) does not seem to be a known function. In the next 
section, we examine its integral representation. 

IV. INTEGRAL REPRESENTATION FOR ¢(3) 

Using the identity 

(12) 

we see that the triple sum in Eq. (11) may be viewed as 
a folded produce of three 4F 3 functions, namely 

4 

lUI (CY ll)"l WI "1 

l' (3) = ~ -,------,---,-:..-,--
"1 (131)" (Y2)" (Y3)" Xl! 

1 1 1 

4 

XL lUI (CY 21 )"2 

"2 (j32)"2(Y3 + X l )"2(Yl)"2 

(13) 

Equation (13) has an immediate integral representation 
by iterating the well-known representation for the 4F 3 
function. The result is 

3 
iUl r(j3 i)r(y i) 1 3 

¢(3)= 3 3 JO .... Jif};ldt ik 

i'~; 1 r(cy ik) i"'~; 1 rCB ik) , 

x tik"ik-l(l-tik)8ik-l JI
l 

(l-wkTkf"k4, (14) 

where 

Y3 - CY 2l - CY12 
{32 - CY 22 
Yl - CY 32 

Y2 - CY 3l - CYl~ 
Yl - CY 32 - CY23 , 

f3 3 - CY 33 

V. INTEGRAL REPRESENTATION FOR THE 9i 
COEFFICIENTS 

(15) 

(16) 

When the boundary values are taken according to Eq. (10), 
the matrix (I3 i1,) of (15) may become triangular on account 
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of a set of unexpected identities which come about by a 
judicious arrangement of the elements a kl as done in 
(3) : 

i, k, m cyclic. (17) 

The net effect of this is to reduce from a general nine
fold integral of (14) for </> (3) to a sixfold integral repre
sentation for the 9j coefficient. Thus 

{9j} =KK' J; ... J i,)!t
l 

dtik 

Xt i / ik- l (l_t ik )bik-l ill (I-T kf ak4 , (18) 

where 

(19) 

3 
K 4 == i11 r(bi)r(c i), 

3 
K5 == i",~tlr(aik)r(bik)' 

(20) 

T = n (1 - t ) n t k - 3"'I>k lk lSk kl' 
k==I,2,3. (21) 

VI. RADON STRUCTURE 
From the integral representation (14), we see that the 
folded (multi-Ioop-like) products of integration variables 
appearing in (16) in general would not render the inte
grand of (14) to be products of linear forms even after 
appropriate change of variables. This is true even for 
the boundary values (18) as far as the nondegenerate 
cases are concerned. By degenerate cases we mean 
when anyone (or more) of the sixteen parameters a ik , 
b i k (i "" k = 1, 2, 3) and a k4 vanishes. When that happens, 
the multiloop structure is broken, and we are back in the 
more familiar situation of satisfying the Gel'fand 
criterion. 5 In this regard, we recall an analogous situa
tion in the Radon structure of the multiperipheral versus 
multiloop (nonplanar) Veneziano functions. 6 

*Work supported in part by U.S. Atomic Energy Commission. 
lAo C. T. Wu, J. Math. Phys. 13, 84 (1972). 
2See, e.g., G. Racah, Phys. Rev. 62,438 (1942); M. E. Rose, Multipole 

Fields (Wiley, New York, 1955), Appendix B. 
31. M. Gel'fand, M. I. Graev, and N. Ya. Vilenkin, Generalized 

Functions (Academic, New York, 1966), Vol. V. 
'S. J. Ali~auskas and A. P. Jucys, J. Math. Phys. 12, 594 (1971), esp. 

Appendix; Note Erratum, J. Math. Phys. 13,575 (1972). 
SA. C. T. Wu, J. Math. Phys. 12,437 (1971). 
6A. C. T. Wu, J. Math. Phys. 12,2035 (197\), especially the last 

statement in Sec. 1. 
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It is shown that the problem of a free eletron in a uniform magnetic field provides an interesting 
example for the use of recently developed canonical transformation methods in quantum mechanics. 
The Schrodinger equation is immediately solved by a unitary transformation corresponding to a 
finite linear symplectic transformation in phase space. The natural invariance and dynamical groups 
involve affine and not only linear symplectic transformations, and the Weyl group turns out to be an 
appropriate invariance group to account completely for the infinite degeneracies. 

I. INTRODUCTION 

There has recently been a good deal of interest in the 
use of canonical transformations in quantum mechanical 
problems; and linear canonical transformations, in par
ticular, have been extenSively investigated in this con
text by Moshinsky and Quesnel and applied by them and 
others2.3 to the harmonic oscillator and Coulomb sys
tems. We wish to show that the free Landau electron 
system-Le., the quantum system of an electron in a 
uniform magnetic field-provides a Simple and interes
ting illustration of the use of these methods. It turns 
out, in fact, that the problem can be solved immediately 
by means of the unitary transformation in state space 
that corresponds to a given finite linear canonical 
transformation in phase space. The relation with the 
usual form of solution4 is then easily written down. 
When we consider the symmetry of the problem, how
ever, we find one important difference from the sys
tems discussed in the earlier papers. 1.2 .3 Namely, the 
invariance and dynamical groups for the Landau sys
tem are to be identified with inhomogeneous symplec
tic groups or their subgroups, rather than the usual 
linear symplectic groups. These inhomogeneous groups 
are composed of affine transformations which combine 
translations with the linear operations in phase space; 
when the latter has 2N dimensions, the corresponding 
group is denoted by ISp(2N). Some of its general pro
perties are given in the Appendix; see also Moshinsky, 5 

and Wolf and Garcia. 6 We shall be led, in particular, to 
ISp(2) as an invariance group for the Hamiltonian, and 
we shall find that each eigenspace (or Landau level) 
carries the same infinite-dimensional irredUCible 
unitary ray representation of ISp(2). This ray repre
senation can be obtained fairly directly; its restriction 
to the linear symplectic subgroup Sp(2) is the ray repre
sentation can be obtained fairly directly; its restriction 
restriction to the subgroup of translations can be iden
tified with the standard representation of the Weyl 
group for a single pair of canonical variables. It is 
perhaps worth emphasizing that the ordinary represen
tation of the Weyl group appears here as a ray repre
sentation of the group of translations in two-dimen
sional phase space. 7 

Various aspects of the symmetry and degeneracy of 
the free Landau electron have previously been diSCUSS
ed by Johnson and Lippmann,s and by Dulock and 
McIntosh9 who concentrate mainly, however, on the 
classical system. Invariance under translations in 
phase space has also been discussed by Opechowski and 
Tam,10 by Grossmann,l1 and by one of the present 
authors.12 
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II. SOLUTION BY CANONICAL TRANSFORMATION 

The Hamiltonian for a single (spinless) electron in a 
uniform magnetic field is 

H = t(p + eA)2, 

where If = c = m = 1 and e > 0 and where A is the vec
tor potential for the field which we take in the Landau 
gauge: 

A == (- By, 0, 0) 

expressed in terms of CarteSian coordinates with the 
magnetic field of magnitude B directed along the pOSi
tive z axis. The momentum p has components Px,Py'P. 
with respect to these axes, and since the motion in the 
z direction is unaffected by the field, it can be separa
ted off to give the Hamiltonian 

- 1 1 1 H =H - zp'f = z(p,,-l'ly)2 + zP;, I'l = eB, 

for motion in the plane at right angles to the field. From 
now on, we shall be effectively concerned only with ii. 
Its eigensolutions are the well-known infinitely degener
ate Landau levels, with energy I'l(n + t) for the nth level 
(n = 0,1, ... , co). 4 Let us, however, see how the canoni
cal transformation procedure is applied to solve the 
problem. We make a linear transformation from the 
canonical (operator)~ari~les13 (x,y,P",p) to (opera
tor) variables13 (Q,Q,P,P) where 

Q = - (p,,-I'lY)/I'l, 

P =P". 

We can verify that 

[Q,P] = [Q,P] = i, Q,P commute withQ,P, 

so that the new variables are true canonical ones, or 
alternatively that the four-dimensional transformation 
matrix is symplectic. 14 In the new variables, the Hamil
tonian has the expliCit harmonic oscillator form 

The nth oscillator level is clearly infinitely degenerate, 
and its eigenspace is spanned by the functions 

where \{In(Q) is the nth Hermite function and the ci>" (Q) run 
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with a over any complete set of functions of the coordin
ate Q. The eigenfunctions for all n and a span the whole 
state space. To obtain them in terms of x and y , we use 
the formula given by Moshinsky and Quesnel for the 
unitary transformations that implement the canonical 
transformations. In the present case we need the uni
tary transformation corresponding to the inverse of the 
canonical transformation above; this can be written 

1/I(x,y) = L J {O exp[i(3(QQ + xy - xQ - y"Q] 
21T -0<) 

x "if1(Q, Q)dQdQ 

for arbitrary "if1(Q, Q) with image 1/1 (x ,y). One possible 
choice of eigenfunctions is obtained by choosing for the 
4> the free-wave functions exp(21TikQ) , where - 00 < k < 
00; substituting then "if1n (Q) exp(21TikQ) in the integral, we 
easily find the corresponding expressions in the x and y 
variables: 

1/Ink(X,y) = "if1,,[(3l/2(y - 21Tk/(3)]exp(21Tikx). 

These are the usual Landau functions for propagation 
in the x direction.4 ,15 An alternative choice for the 
4>" is the Hermite functions "if1z (l = 0,1, ... ,00); physi
cally, these can be viewed as the eigenfunctions of the 
operator rn;: (152 + (32Q2)/(32 which is, as can be seen 
by writing it in the original variables, the square of the 
radius vector for the orbit centre.s ,!he "if1n(Q) "if1z(Q) are 
then simultaneous eigenfunctions of Hand rn, and the 
corresponding integral, which is a little more difficult 
to accomplish, provides us with the functions 1/InZ (x ,y) 
given by Johnson and Lippmann.15 

The canonical transformation above is evidently not 
the only one that sends ii into harmonic oscillator 
form; it can be combined with any other linear canonical 
transformation under which ii is invariant. In this way 
Landau functions for propagation in any given direction 
of the x-y plane can be obtained; each such direction 
provides us with a complete set of eigenfunctions. 

III. INVARIANCE AND DYNAMICAL GROUPS 

We shall continue to conSider the two-dimensional prob
lem described by ii, and our starting point in this con
text will be the group ISp(4) of all real affine canonical 
transformations in four-dimensional phase space. What 
transformations of ISp(4) leave ii = i(P2 + (32Q2) in
variant? Evidently, since neither P nor Q appear in ii, 
it is left unchanged by the whole inhomogeneous sym
plectic group ISP(2) of transformations involving only 
P and Q. Indeed, if 08(2) is the group of linear symElec
tic transformations in P and Q that leave the form H 
invariant, the maximal invariance group of transforma
tions in ISp(4) is the direct product 

Here, as later, the symbols for groups of transforma
tions in just one pair of canonical variables are barred 
for P and Q and unbarred for P and Q. The group 
ISP(2) can be expressed as a semidirect product 

ISp(2) = 1'(2) 1\ Sp(2) 

of the normal subgroup 1'(2) of translations in P and Q 
and the subgroup SP(2) of linear symplectic transforma
tions in Pand Q. 

Let us ignore the factor 08 (2) for tb-e moment, and take 
ISp(2) as the invariance group for H. Let D(iSjj(2» de-
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note its unitary representation on some eigenspace of 
ii. We know from Sec. n that each eigenspace is effec
tively the full space of functions of the coordinate Q. A 
set of generators for the representation are the opera
tors 

P2,Q2,PQ + QP,P,Q, 

where the first three are generators for the restriction 
D(SP(2» of D(ISp(2» to Sp(2), and the last two are gener
ators for the restriction D(T(2» to 1'(2). Since [Q)~] = i 
we are in fact dealing with a ray representation of T(2),7 
and hence of ISP(2). Furthermore, the ray representa
tion D(1'(2» can be immediately reinterpreted as an 
ordinary (unitary) representation of the Weyl group 
W(2) for the single canonical pair P, Q. This is the 
standard quantum-mechanical representation of W(2), 
and is well known to be irreducible and unique. 1 6 In 
other words D(T(2» is an irreducible unitary ray repre
sentation of T (2), unique for the given factor system. The 
ray representation D(Sp(2» is a direct multiple of a 
single irreducible ray representation of Sp(2); this re
presentation is known,1 and the multiple is two. Alto
gether, therefore, we have reached the result that 
D(ISp(2» is an irreducible ray representation, and the 
same for all eigenspaces. Furthermore, we observe 
that since the restriction D(1'(2» remains irreducible, 
the translation group 1'(2), or equivalently the Weyl 
group W(2), is itself an adequate invariance group for 
the system and accounts completely for the degeneracy 
of the energy levels. 

Including 08(2) (which is Abelian) again in the invariance 
group has only trivial consequences, since its generator 
in the state space is ii itself, and we need effectively 
retain only ISp(2). It is of interest to note, however, that 
the cylindrical symmetry around the magnetic field 
direction is included only in the larger invariance group. 

Passing on to the question of dynamical groups, we now 
seek the largest subgroup of ISp(4) that has ISp(2) as a 
direct factor: this gives us the beginning of a chain of 
groups 

ISp(4)::J ISp(2) x ISp(2). 

As we know Sp(2) to be a dynamical group of the one
dimensional oscillator, 1 we may complete the chain by 

ISP(2)::J Sp(2)::J 08(2), 

ISp(2) ::J 1'(2). 

One appropriate choice of dynamical group for our sys
tem would therefore be 

Sp(2) x 1'(2). 

The factor 1'(2) accounts fully for the degeneracies 
through its ray representation W(2) as we saw above; 
and SP(2) combines the half of the spectrum for even 
oscillator quantum number in one irreducible ray re
presentation, and the half for odd oscillator quantum 
number in another equivalent one. l ,5 It follows, again, 
from our earlier discussion that this spectrum split
ting would disappear if we replaced Sp(2) by ISp(2)-or 
by its subgroup T(2) 1\ 08 (2) which has generators 2ii = 
p2 + (32Q2,P, Q. 

Another choice of dynamical group is evidently ISp(4) 
itself, for which the entire spectrum would occur in the 
single irreducible representation carried by the whole 
state space; this group contains in addition the trans-
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formations used in Sec. IT to solve the problem. There 
are, of course, other possibilities; in particular we may 
ask whether an appropriate choice can be made with 
semisimple groups only. For this purpose, the chain of 
groups would be 

Sp(4):::l Sp(2) x Sp(2):::l 0
6

(2) x Sp(2), 

with the last member as maximal semisimple invari
ance group. The consequences of taking one or other of 
the first. two members as dynamical group follow largely 
from the diSCUSSion of the last paragraph. In short, for 
SP(4) the spectrum would be combined into two parts, 
and for Sp(2) x SP(2) into four.1.5 The disadvantage here, 
however, is that in both cases degenerate states are 
associated with different parts, in such a way that there 
is always a twofold accidental degeneracy. This is un
avoidable unless we allow non-semisimple groups and 
it will disappear only if translations, or equivalently the 
Weyl group, are introduced. 

We finish the section with some remarks on the rela
tionship between the various choices of invariance 
group and basis functions for eigenspaces. The Landau 
functions written down in Sec. II, and which span the 
nth eigenspace, evidently provide a basis for D(T(2», 
i.e., for the standard irreducible representation of the 
Weyl group W(2). They are eigenfunctions ofP, the 
generator of a noncompact one-parameter subgroup 
of W(2), and are uniquely identified by the correspond
ing wavenumber label k(- 00 < k < 00) since there are 
no degeneracies with respect to this subgroup. On the 
other hand in the semisimple case we have SP(2) in
stead of W(2), and we have the noncompact one-para
meter subgroup generated by ]52 instead of that genera
ted by ]5. The eigenfunctions of]52 are still the Landau 
functions, but there is now a twofold accidental degener
acy between the functions with wavenumbers ± k. This 
degeneracy is in accordance with the splitting of 
D(Sp(2» into two irreducible parts of opposite parity. 
The reduction of irreducible (ray) representations of 
SP(2)-whose Lie algebra is also that of 0(2,1) and 
SU(l, I)-with respect to non-compact one-parameter 
subgroups is examined by Barut and Phillips.1 7 In the 
case of a one-parameter subgroup that is compact, the 
corresponding basis will consist of localizable (Le., 
square-integrable) functions. For example, the group 
generated by rL= (]52 + [32"(2)/[32, which belongs to the 
Lie algebra of SP(2), yields the basis of functions 
I/InZ(x ,y) mentioned at the end of Sec. II. 

IV. CONCLUDING SUMMARY 

The application of canonical transformations to the 
quantum mechanical problem of the free Landau elec
tron has proved interesting in a number of ways. It 
provides a method of solving the Schrodinger equation 
with a linear symplectic transformation in SP(4), where 
the eigenfunctions are obtained by the use of the unitary 
operator for this transformation as given by Moshinsky 
and Quesne. 1 Furthermore, we could show that to ex
plain the degeneracy completely it was necessary to 
have an invariance group involving affine transforma
tions in phase space. In fact the smallest invariance 
group adequate in this respect turned out to be the 
group of translations in phase space, whose ray repre
sentation in the state space is just the standard irredu
cible representation of the Weyl group. On the other 
hand, if we retain only semisimple groups, a twofold 
accidental degeneracy appears which cannot be re
moved by any transformation in SP(4); it can only be 
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lifted by reintrodUCing the translations and consequently 
the Weyl group. 
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APPENDIX 

Much of the diSCUSSion of inhomogeneous symplectic 
groups in the text applies generally to the group ISp(2N) 
of real affine canonical transformations in 2N-dimen
sional phase space. The group can be expressed as a 
semidirect product 

ISp(2N) = T(2N) II Sp(2N) 

of its normal subgroup of translations T(2N) and its 
subgroup of linear canonical transformations SP(2N). 
Its Lie algebra is N(2N + 3)-dimensional with genera
tors 

PiPj , QiQj,QiPj + Q~i,QiPj - QjPi (i .,c j),PpQi 

where the Qi and Pi (i = 1· .. N) are canonical coordin
ates and momenta. The unitary ray representation 
D(ISp(2N» of ISp(2N) in the space of states is genera
ted by taking the Qi as multiplicative operators and 
Pi = - ia/aQi' The restriction of D(ISp(2N» to Sp(2N), 
generated by the N(2N + 1) bilinear operators, is the 
ray representation discussed by Moshinsky and Quesne 
and decomposes into two equivalent irreducible parts. 1 
The restriction of D(ISp(2N» to T(2N) is generated by 
the Pi and Qi where [Qi'Pj ] = i6ii , and can therefore be 
reinterpreted as the (unique) irreducible unitary re
presentation of the Weyl group16 W(2N) for N pairs of 
canonical variables. This implies, in particular, that 
D(ISp(2N» is irreducible. 

An arbitrary member of ISp(2N) can be written 

where the bold face quantities Q, etc., are real N-dimen
sional column vectors with components Qi' i = 1, ... ,N, 
etc., respectively and the entries in the matrix are real 
N x N submatrices. For the linear part, we can take any 
real symplectic matrix and for the translation part, 
any real vectors u, v. The unitary operator on the state 
space corresponding to the above transformation can 
be conveniently expressed as an integral operator 

w(Q') = J K(Q', Q)I/I(Q)dQ 

transforming an arbitrary wavefunction I/I(Q) of the 
coordinates Q == {Ql,Q2" 'QN} into its image w(Q') with 
coordinates Q' == {Q{, Q2' .• QN}' Here dQ = n~l dQ i and 
each Qi is integrated from - 00 to + 00. The kernel 
satisfies the unitarity condition 

JK*(Q', Q")K(Q', Q)dQ' = Ii(Q" - Q), 

where the right-hand side is a product of Ii functions 
for each i and where the star means complex conjugate. 
The kernel is determined to within a constant phase 
which remains arbitrary because D(ISp(2N» is a ray 
representation. There are different expressions for 
K(Q', Q) according as the determinant of B is zero or 



                                                                                                                                    

1227 M. H. Boon and T. H. Seligman: Canonical transformations 

not. Omitting the details of the calculation, we find: 

(i) For det B ;" 0, 

K(Q',Q) = (21T)-N/2 IdetBI-1/2 exp[tiS(Q',Q)], 

S(Q',Q) = (Q,B-IAQ) + (Q',DB-IQ') 

- 2(Q, B-IQ') + 2(B-1u, Q) - 2(DB-1U - V, Q'). 

The terms in S (Q', Q) are scalar products of row vec
tors with column vectors. 

(ii) For det B = 0, whence det D ;" 0, 

K(Q',Q) = IdetDI-l/2R(Q',Q) 

x exp{i[t(Q,D-1CQ) + (D-1v,Q)]), 
P N 

R(Q',Q) = n 1i(Yi ) n 1;\1-1 
i=l i =P+1 

where 

Y = O(Q' - (DT)-lQ + BD-lv - u), OTBD-lO = A 

and 0 is a real orthogonal matrix with transpose OT and 
A a diagonal matrix with diagonal elements ;\ (i = 1, 
2·· ·N) of which the firstp (1 "" P "" N) are zero and the 
remaining ones nonzero (note that BD-l is always real 
symmetric). Also, sgn 1\ == AJ 11\ 1 for i > p. 

We should remark that the unitary operators for ISp(2) 
have previously been calculated in terms of a Hermite 
function basis. s 

When u = v = 0, the above expressions reduce to those 
given by Moshinsky and Quesnel for the ray represen
tation of Sp(2N). On the other hand, when the matrix is 
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unity (pure translation) so that B = C = O,A = D = I (the 
unit matrix), we have 

K(Q',Q) = exp[i(v,Q)] 1i(Q' - Q- u). 

It is easy to see that the unitary transformation with 
this kernel can be expressed as an operator 

exp[- i(u,P)] exp[i(v,Q)] 

(the components of P and Q being now operators). We 
thus obtain the usual representation of the Weyl group. 

*Fellow of the Deutsche Forschungsgemeinschaft. 
1M. Moshinsky and C. Quesne, J. Math. Phys. 12, 1772 (1971). 
2C. Quesne and M. Moshinsky, J. Math. Phys. 12, 1780 (1971). 
3M. Moshinsky, T. H. Seligman, and K. B. Wolf, J. Math. Phys. 

13, 901 (1971). 
4L. D. Landau and E. M. Lifshitz, Quantum Mechanics (Pergamon, 

London, 1959), Sec. 125. 
SM. Moshinsky and C. Quesne, Proceedings of XV Solvay Conference 
in Physics. Brussels, 1970 (to be published). 

6K. B. Wolf and A. Garcia, Comunicaciones Tecnicas C.I.M.A.S.S., 
U.N.A.M., Mexico D.F., Vol. 3, No.9 (1972). 

70n ray representations see, e.g., M. Hamermesh, Group Theory 
(Addison· Wesley, Reading, Mass., 1962), Chap. 12. 

8M. H. Johnson and B. A. Lippmann, Phys. Rev. 76, 828 (1949). 
9V. A. Dulock and H. V. McIntosh, J. Math. Phys. 7, 1401 (1966). 
lOW. Opechowski and W. G. Tam, Physica (Utr.) 42, 525 (1969). 
IIA. Grossmann, C.N.R.S. Report No. 71/P. 409 (Marseille, 1971). 
12M. H. Boon, J. Math. Phys. 13, 1268 (1972). 
!3These variables are always assumed to be operators, except where 

coordinates x,y or Q, Q appear as arguments of functions. The 
context should always be clear. 

141t then satisfies relations (2.1) of Ref. 1. 
15With the z dependence omitted. 
16J. von Neumann, Math. Ann. 104,570 (1931). 
17 A. O. Barut and E. C. Phillips, Commun. Math. Phys. 8, 52 (1968). 



                                                                                                                                    

Ergodic properties of simple model system with 
collisions * 

Sheldon Goldsteint 

Belfer Graduate School of Science, Yeshiva University, New York, New York 

Oscar E. Lanford 111+ 

Department of Mathematics, University of California, Berkeley, California 

Joel L. Lebowitz 

Belfer Graduate School of Science, Yeshiva University, New Yark, New York 
(Received 14 March 1973) 

We investigate the ergodic properties of the discrete time evolution of a particle in a two-dimensional 
torus with velocity in the unit square. The dynamics consists of free motion for a unit time interval 
followed by a baker's transformation of the velocity. 

1. INTRODUCTION 

We are interested in the ergodic properties of dilute 
gas systems. These may be thought of as Hamiltonian 
dynamical systems in which the particles move freely 
except during binary "collisions". In a collision the 
velocities of the colliding particles undergo a trans
formation with "good" mixing properties (cf. Sinai's 
study of the billiard problem 1). To gain an understand
ing of such systems we have studied the following simple 
discrete time model: The system consists of a Single 
particle with coordinate 2: = (x,y) in a two-dimensional 
torus with sides of length (Lx, L~), and "velocity" u = 
(v x' v), in the unit square Vx EO L 0,1], Vy EO [0,1]. The 
phase space r is thus a direct product of the torus and 
the unit square. The transformation T which takes the 
system from a dynamical state (1:,11) at "time" j to a 
new dynamical state T(r., 11) at time j + 1 may be pic
tured as resulting from the particle moving freely 
during the unit time interval between j and j + 1 and 
then undergoing a "collision" in which its velocity 
changes according to the baker's transformation, i.e., 

(1. 1) 

with 

( ) _{(2Vx'~V)' O~vx<t. 
B vx ' Vy - (2 _ 1 .! ') '< 1 (1.2) 

. v x ' 2 V Y + "2 , "2 v x ~ • 

The normalized Lebesgue measure dlJ. = dxdydvxdv/ 
L L = drdvl L¥L in r is left invariant by T. We call x y - - h Y 
UT the unitary transformation induced by T on L2(dlJ.), 
UT(j) = qJ 0 T. Our interest lies then in the ergodic 
properties of T and in the spectrum of UT • 

We note first that the transformation B on the velo
cities is, when taken by itself as a transformation of the 
unit square with measure d12, well known to be iso
morphic to a Bernoulli shift. It therefore has very good 
mixing properties. The isomorphism is obtained by 
setting 

00 

v = L 2-ju., 
x j= 1 J 

(1. 3) 

with the u. independent random variables taking the 
values 0 a:nd 1 each with probability ~. We then have 
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00 

(By)x = L 2-jv j+l = 2vx - up 
j:l 

00 
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(1.4) 

2. ERGODIC PROPERTIES 

The ergodic properties of our system which combines 
B with free motion turn out to depend on whether L;1 
and L:/ satisfy the independence condition (I), 

nxL;/ + nyL-:} i Z for nx and ny integers 
unless nx = ny = O. (1) 

Theorem 1: When (I) holds, the spectrum of Up on 
the complement of the one-dimenSional subspace gener
ated by the constants, is absolutely continuous with re
spect to Lebesgue measure and has infinite multiplicity. 

It follows from Theorem 1 that when (I) holds the 
dynamical system (r, T, IJ.) is at least mixing. We do 
not know at present whether it is also a Bernoulli 
shift or at least a K system. 

Theorem 2: When (I) does not hold the system 
(r, T, IJ.) is not ergodic. 

The proof of Theorem 1 has two parts: a general 
characterization of unitary operators with Lebesgue 
spectrum and a set of estimates. 

Lemma: Let U by a unitary operatory on a Hilbert 
space It, with spectral representation U = j~'/Tej9E.(de). 
Assume that there exists a total set of vectors {qJ;} such 
that L:= 11 (un qJ j I qJ j) I < 00 for all i. (A set of vectors is 
said to be total if the finite linear span of this set of 
vectors is dense.) Then the spectral measure p(de) is 
absolutely continuous with respect to Lebesgue measure, 
i.e., if E is a Borel set of Lebesgue measure 0, then 
!jE) = o. 

Proof: We have 

(uncpjl qJj) = jejnfJ(E.(de)qJj IqJj), i.e., the function 
n"'(Un qJ j I cP j) is the Fourier transform of the measure 
(g(de)qJj I qJ j)' On the other hand,Ln I (un (j) j I qJ j) I < 00, 

so we can compute its inverse Fourier transform in 
the elementary way. By the uniqueness of the Fourier 
transform, we get: 

(E.(de)qJ;I"qJj) = ~!. n~oo e- jn9 (unqJ j lqJj), 

so the numerical measure (p(de)qJjlqJj) is absolutely 
continuous with respect to :Lebesgue measure. If E is 
a Borel setof Lebesgue measure 0, 
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But the vectors {qJ i} form a total set, so !:(E) = 0 as 
desired. 

Now the estimates: Let x(1) = 1, x(O) = - 1. For each 
finite subset X of Z, we define 

xx(v) = .IT X(u
J
.). 

- JEX 

The Xx form an orthonormal basis for L2(d~). Simi
larly, the functions exp(ik 'r); {k = (k x' ky),kx = 21TnxL x' 
k = 21Tn L ,n and n integers}, form an orthonormal 
b~siS fof t2(d~). ThJ's, the functions qJx.1.!. = exp(i& 'r)' 
Xx(~) form an -orthonormal basis for L2(d/J.). We will 
prove that 

00 

nL;l I (U'T(Ilx l • ~II CPX2'~2)1< co unless ~1 = &2 = 0, 

Xl = X 2 = O. 

By straightforward computation, 

U'j. cp X k = CPx +n (!Z) exp(i!i . r) 
I' -I 1 

X exp[it· (u + Bu + ... + Bn-1u)]. 

Thus 

so we assume !i1 = !i2 = @.. Also, 

J dy.(U'Tcpx
l
.0)WX2 .0 = 0 unless X 2 = Xl + n, 

so the result is trivally true for k = O. We therefore 
assume k '" O. -

Now 

(L xL y)-l J dId~(UnTqJXI' ~ )(Px 2 • ~ 
= JdY.Xx

l
(BnY.)XX 2 (y.) exp[i&(y' + By' + ... + Bn-1!Z)], 

00 

(Bjy')x = L. u j +i 2- i, 
i=l 

n-1 n-1 00 00 I 00 

:6 (BjU)x = 6 :6U'+i 2-i = L: Ul ~ 2-i= L:u 10!7 
j=O j=O i=l J 1=1 i=lV(I-n+1) 1=1 

(where this equation defines 0!7), 

00 

(BJv ) = L;2-iu
J
'+1_i, 

- y i=l 

n-1 n-1 00 

~ (Bjv) = L: L; 2- iu j +1-i 
j=O - y j=O i=l 

n -1 n-l 
00 

= ~ U1 :6 2-i = L: u1f37· 
1=-00 i= 1'1(-1+ 1) 1=-00 

Then 
n +1 1- 1 

U'T(Ilx
l

• k' Cf'x 2. & = 1= ~ +1 exp[i(0!7 k x + f37k ylul] 

x Un of the uz's for l ri (Z2,n + [1)]' 

By independence, the integral of the product on the 
right is the product of the integrals, and the unspecified 
function of the U z' s, l ri (z 2, n + ll) is no greater than 
one in absolute value, so 
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n +11-1 
::; IT 1![exp(i0!7k x + f31 k ) + 1]1. 

1= 12 + 1 

For l's within the limits of the product, we have 
I 

O!n = :0 2-i = 1 - 2- 1, 
I i= 1 

n -1 
f3n = L: 2-i = 1 - 2-(n-l). 

I i=1 

Thus, for most of the terms in the product, 0!1 ~ 
(37 ~ 1, and the number of terms is n - const for large 
n. In particular, if we put 

y = ilexp[i(kx + k)] + 11< 1 

(by our fundamental assumption), 

I (U't qJ x k I qJ X k)< yn/2 for all sufficiently large n, 
I' - 2' -

we have 

as desired. 

The fact that the multiplicity is infinite is trivial. 
We have L2(dv) c L2(drdv), and we already know that 
the spectrum ~f UT restricted to L2(dy) has infinite 
multiplicity. 

To obtain a proof of Theorem 2, we note that ergo
dicity is equivalent to 

1 N-1 _ 

1~ AT nL;o J d/J. (U'tcp)~ 
= (jd/J.cp)(Jd/J.'f), (Il, ~ E L 2(d/J.). 

For qJ or ~ orthogonal to the constants we must then 
have Cesaro convergence to zero when the system is 
ergodic. We prove that the system is nonergodic by 
finding cp or ~ orthogonal to the constants such that the 
above integral converges (strictly) to a nonzero number. 

Let nX,n y be such that nx/Lx + n/L y E Z and nx and 
ny are not both 0, and let kx = 21Tnx/ Lx, ky = 21Tny/ L y• 
We set qJ = ~ = qJo. k and compute as before the relevant 
integrals: -

In = Jd/J.(U'tCf'o,&)(Po.!?= Jdy' exp~~'(~Bj?::)J 
00 

= Jdy' IT exp[i(kx 0!7 + k (37)u
1

] 
1= 00 y 

00 

= 1~}[1 + exp(i0!7k x + f37 k )]. 

Here 
I (n -1)/\ (/-1) 

0!1 = I' 2-i = 2-1 I' 2m = 2-1(2n/\1 - 1) 
i=1V(I-n+1) m=O 

for l> 0 and vanishes for 1 ::; 0, and 

n -I n-1 
f37 = L: 2-i = 21-1 :0 2- m = 20/\1 - 21-n 

i=lV(-I+l) m=OVI 

for l < n and vanishes for l 2: n. 
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We thus have found that 
o 

In = I=~OO HI + exp[i(21 - 21- n)k yJ} 

n-l 
X IT ·HI + exp{i[ (1 - 2-/)k + (1 - 2- (n -/»k ]}) 

1=1 " Y 

x fi -HI + exp[ik (2-([-n) - 2-1)]} 
l-n " 

with 
00 

Fl(k);= Fl(k ) = IT MI + exp[ik (2- m - 2-(m+n»]}, 
n - n y m=O y 

n-l 
F;(f~) = i]1 t(1 + exp{i[(1 - 2-1)k" +(1- 2-(n-z»ky]})' 

Since k" + k y E 21TZ, we have 

n-l 
F2(k) = IT -HI + exp[- i(k 2-1 + k 2-(n-/»]}. 

n _ 1= 1 "y 

We now assert that (for k" + k y E 1TZ) 
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lim Fni (k) = (]/i;.o 0, 
n-+OO -

i = 1,2,3. 

This is verified by observing that the log F~ (!!) co
verage to a finite limit, thus completing the proof. 

(If k" and k are such that some of the terms at the 
beginning of the series which one obtains from the 
log F~ (~) are singular, one easily removes the difficulty 
by an appropriate change in the functions qJ and >J1 intro
duced at the beginning of the proof of Theorem 2. We 
also note that for the case where L,,/ Ly is rational we 
can find explicitly a nonconstant function f which is left 
invariant by U T' From the fact that U B (v" + 2v ) = 
2vx + Vy it follows that f(x - y - v" - 2v ) is iri'variant 
if f is doubly periodic with periods Lx and L y ' so that we 
can construct an infinite family of orthonormal invar
iant functions fn :f,. = exp{(i27m/L)(x - y - Vx - 2v y )} 

with L:jr = Lis = L, rand s integers.) 
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Construction of reproducing kernels for analytic Hilbert 
spaces 

R. E. Cutkosky 
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The reproducing kernels of suitably chosen Hilbert spaces provide a simple but powerful way to 
generate approximations to functions on which linear data is given. These data may consist either of 
exact values (for the problem of interpolation) or of values subject to experimental error. For 
applications, it is important to be able to construct reproducing kernels which embody the 
information which is available from general considerations about the physics of the problem. Explicit 
methods are given here for construction of reproducing kernels for Hilbert spaces of analytic 
functions, these functions being characterized by various types of behavior on the boundary of their 
domain of holomorphy. 

Methods for exploiting to best effect general analytic 
information about functions to be fit to experimental 
data have recently undergone considerable development. 
A description of some of these methods, and further 
references, may be found in some recent papers by 
Ciulli and Nenciu.1 Another class of techniques of es
pecially great generality is based on the introduction of 
a Bayesian probability in a function space.2 This func
tion space is to be restricted in some way to functions 
which possess properties which are reasonable from the 
point of view of the physics of the problem, but the space 
is still to be large enough to allow sufficient flexibility 
for fitting data without undue bias. General discussions 
of this method as well as applications of some of its 
features are contained in Refs. 2-16. 

The general problem of fitting data by analytic functions 
has been of especial interest in particle physics, where 
the information about domains of regularity comes from 
dispersion relations and their various generalizations. 
In many particle physics applications, information about 
boundary values on distant branch cuts is also obtained 
from general theoretical considerations applied to re
lated data. It is hoped, however, that many features of 
these new approaches to data analysis will prove to be 
useful in other branches of physics. Even analyticity is 
not really a requirement for some of the ideas consi
dered here; it is sufficient that the function space admit 
a reprodUCing kernel. 

The primary way in which the work described in Refs. 
2-16 differs from that of Ciulli and his co-workers l is 
through the use of Bayesian analysis. Bayesian tech
niques are usually considered to be very controversial 
by physiCists. There is often good reason for being sus
picious of too naive an introduction of prior probabili
ties. Properly considered, however, our use of prior 
probabilities is merely a device for representing quanti
tatively' in a logically self-consistent manner, subjective 
opinions about the functions under consideration. Since 
subjective opinions can never be entirely eliminated, it 
is only an advantage to use a formalism which requires 
such opinions to be more explicit and thus more open to 
correction. 

In the original paper the natural connection between 
prior distributions and spaces with reproducing kernels 
was not fully recognized 2 ; this has become clear in 
the course of subsequent work3 - 16 as well as through 
discussions among the authors cited. A secondary pUr
pose of this paper is thus to introduce the reader to 
some of the mathematical ideas which have been found 
to be useful. The primary purpose of the paper is to 
provide some methods and formulas for coping with a 
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specific technical problem often encountered in this 
probabilistic method of data analysis. This is the prob
lem of how to characterize, through their prior distri
butions' spaces of analytic functions which possess suit
able behavior on the boundary of a domain of holo
morphy .14,16 

Brief summaries are given of the mathematical topics 
which are used later but which also are of interest in 
their own right. These include, first, some properties 
of spaces with reproducing kernels, and second, the 
definition of a probability measure in these spaces. 
Most of this discussion is adapted from the mathemati
cal literature, but parts of Sec. 2 are new or are a re
finement of material introduced in Ref. 2. In the main 
part of the paper, a specific class of "hypergeometric" 
spaces will first be introduced. Then some further 
generalizations will be introduced which allow the in
corporation of a great variety of boundary behaviors. 
Finally, some suggestions will be given about generali
zations to functions of several complex variables as 
well as about other unsolved problems. 

1. REPRODUCING KERNELS 

Reproducing kernels have been given a general definition 
by Aronszajn 17; a survey containing many additional re
sults is given by Meschkowski18 (this is cited as M here
after). Results of special interest to the interpolation 
problem have been described also by Davis. I9 For some 
recent work on the interpolation problem see Richter20 
and Mansfield.21 An approach to the data analysis prob
lem which is similar to that of Refs.2-16 has also been 
given by Miller.22 

Let A be a Hilbert space comprised of functions f(x) de
fined for x in some domain D. The reproducing kernel 
is a function H(x, y), which for fixed yr:::. D lies in A, and 
which satisfies 

(H(·,y),j) = f(y); (1.1) 

the dot replaces the dummy variable with respect to 
which the inner product is defined. From (1.1) several 
results follow immediately: 

(H(' ,x),H(' ,y» = H(x,y), 

H(x,y) = H(y,x)*, 

H(x, x) 2: 0, 

IH(x,y)12 s H(x,x)H(y,y). 

(1. 2) 

(1. 3) 

(1. 4) 

(1. 5) 

Inequality (1. 5) follows from application of the Schwartz 
inequality to (1. 2). 
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Reproducing kernels do not exist for all function spaces; 
spaces for which they do exist have much nicer pro
perties. In particular, strong convergence of a sequence 
of functions fn (x) implies uniform convergence in a 
closed subdomain of D in which H(x, x) is bounded. This 
is proved as follows (M, p. 45): 

Ifn(x) -f(x)12 == I (H(',x),J;. -f)1 2. 

By use of the Schwartz inequality, we have 

Ifn(x) - f(x) 12 s Ilfn - fIl 2 (H(.,x),H(· ,x» 

== IIf" -fIl 2 H(x,x). 

(1. 6) 

(1. 7) 

POintwise (but not necessarily uniform) convergence also 
follows from weak convergence, because 

(1. 8) 

Our subsequent calculations will be devoted to various 
generalizations of a Hilbert space A o' which contains 
functions f(u) which are analytic for I u I < 1, with 

IIfl12 == 1- jlf(u) 121dul. (1. 9) 
21T 

The reproducing kernel for Ao iS2.18.19.23 

Ho(u, v) == 1/(1 - uv*). (1. 10) 

The space Ao can be immediately generalized to include 
a positive weight function w(u) in (1. 9): with ¢(u) being 
the unique (up to a constant phase) nonvanishing analytic 
function for lui < 1 which satisfies 1¢(u)1 ==w(u)-1/2 for 
lui == 1, we have 

H(u, v) == ¢(u)Ho(u, v)¢(v)*. (1.11) 

The generalization to other domains D of holomorphy 
with a square-integral norm on the boundary of D is 
obtained by conformal transformation. Specifically, if 
the mapping to a circle is given by u = u (x), let 

t/.I(x) == -(dU) 1/2 
dx • (1. 12) 

Then, if there is no weight function in the integral over 
I dxl, we have 

H(x,y) == t/.I(x)Ho(u(x),u(y»t/.I(y)*. (1. 13) 

In a conformal transformation of the circle into itself, 
H 0 is invariant. 

As in Ref. (2), we denote certain linear functionals of 
fEA by 

(1. 14) 

where d~ is a volume element in D. Here trlk(x) may be 
any distribution defined in D for which a bound Mk exists, 
in the sense that 

We define a function 

Then we have 

(Hk,j) = (H( .. , .)I,,(.)+,f) 

= Ik(·)(H( .. , .),j) 

== I,,(·)f(·) == f,,· 
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Thus Hk(x) is the function which is associated with I k in 
the sense of the Riesz theorem (M, p. 25). We also de
fine Hkm == I k (·) Hm{-}' 

A generalization of (1. 4) is that 

(1. 18) 

for all I" constructed as in (1.12). It can be shown that 
to every function H(x, y) satisfying both (1. 3) and (1. 18) 
there is a corresponding Hilbert space A(M, p. 96). This 
space consists of functions which can be represented in 
the form of a convergent sum 

(1. 19) 

The problem of interpolation is, given f" == I"J for k == 
1, .. , ,N, to find a suitable function feN) such that [kf(N) == 
f", k == 1, ... ,N. This f(N)(X) is a linear approximation 
to f(x) if it can be written in the form 

f(N)(X) == '6 N hk N(x)fk , 
"=1 > 

(1. 20) 

where the h",N do not depend on the f k , The Ik may be 
said to be complete in a subdomain d C D if there is 
some set of functions hk N for k s N with N -4 <Xl such that 
(1. 20) converges to f(x)' for xEd and all f EA. For each 
N, the linear approximation of smallest norm,j(N) (x) , is 
given by choosing 

(1. 21) 

where Lmk is the inverse of the N x N matrix Hmk • If A 
is a space of analytic functions, the I" which are com
plete in any d C D are automatically complete in all 
closed subregions d C D (cf. Ref. 2). 

If A is a separable space, in particular if it consists of 
functions analytic in some domain, then one can repre
sent H(x, y) by a convergent sum of orthonormal func
tions t/.I,. (x): 

H(x,y) = '6 t/.I,,(x)t/.I,,(Y)*. (1. 22) 
n 

These t/.In(x) may be obtained, for example, by ortho
normalizing any set of complete Hk(x). For A o' we may 
take t/.In (u) == un. 

In the remaining sections of this paper, we shall make 
extensive use of the following theorem24; (M, p. 97). Let 
A1 and A2 be two spaces with reproducing kernels 
H l(x, y) and H2(x, y); then 

H(x, y) == H 1 (x, y) + H 2(X, y) (1. 23) 

is the reproducing kernel of a certain Hilbert space A. 
Here f 1(x) E Al and f 2(x) E A2 may, for example, be 
functions analytic in domains D1 and D2, respectively, 
with D1 n D2 == D12 "" 0, for which A1 and A2 also have 
a nontrivial.intersection A12 containing functions analy
tic in D 1 U D 2 • Let us call A the conjunction of A 1 and 
A 2 • To obtain the norm in A we proceed as follows: 
Given a function f(x) defined in D 12 , we define a decom
position 

(1. 24) 

this is not unique because we may add f 12(x) to f 1(x) and 
subtract it from f 2(x) , where f12 E A 12 • We define 

(1. 25) 
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where the minimum is taken with respect to f 12 • It can 
be shown that this norm (1. 25) satisfies the usual 
axioms. 

If f 1 (x) and f 2 (x) are the minimal decomposition of f(x), 
that is, the decomposition for which the minimum in 
(1. 25) occurs, then U12.f1h = (f12.f2)2 for any h2. EO 
A • Using the reproducing property of H 1 and H 2 , It 
foHows that (1. 23) is the minimal decomposition of H, 
and furthermore, for any I k , 

(1. 26) 

is the minimal decomposition of H k(x). 

The generalization of (1. 23)-(1. 26) to any finite number 
of components is trivial. 

In the remaining work we shall be concerned mostly 
with spaces of real analytic functions. It is convenient 
to choose the Ik to be real functionals and the Hk(x) are 
then also real analytic. Furthermore, we may choose a 
real analytic basis, and the coefficients are then real 
numbers. 

2. GAUSSIAN DISTRIBUTION OF FUNCTIONS 

Let f EO A be represented in the form 

f(x) = 6 a,,1/In(X). 

We have 

(2.1) 

(2.2) 

We define a probability measure in A by taking the an to 
be independent Gaussian variables with a mean of zer03 

(an> = O. 

The variance is unity: 

(ana m *> = on",. 

(2.3) 

(2.4) 

More specifically, if A is a real analytic space, the an are 
purely real; otherwise the real and imaginary parts are 
to be independent and have the same variance. In any 
other orthonormal basis (2.3) and (2.4) also hold. In 
Ref. 2 an equivalent (but more complicated) definition of 
the probability distribution was given in terms of the 
distribution of boundary values for functions in the space 
Ao [Eq. (1. 9) 1 and its trivial generalizations. The use of 
an equivalent a priori probability in Hilbert spaces of 
real functions has recently been introduced by Backus25 
in connection with data analysis problems of geophysics. 

Now consider a random function (1) with the coefficients 
an chosen in sequence according to the presc ription just 
given. It is clear that the norm (2) will almost certainly 
diverge; Le., the f(x) so generated almost certainly lies 
outside of A. On the other hand, the distribution of ma
trix elements (g,f), where g EO A and f is a random func
tion (1), has a Guassian distribution with a finite vari
ance given by Ilg112. Furthermore, as indicated by (2.6) 
below, the functional values f(x) also have a finite vari
ance. In other words, theprobability distribution has 
really been defined over A, the weak closure of A. 

From (2.3), (2. 4), and (1. 22) we obtain 

U(x» = 0, 

U(x)f(y) *) = H(x, y). 

(2.5) 

(2.6) 

ThUS, for this Gaussian distribution in A, all statistical 
properties of the distribution can be obtained directly 
from the reproducing kernel of A. 
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This definition of the probability measure can be criti
cized14 on the grounds that the probability is zero that a 
random function lies in the space originally introduced. 
In defense of our definition, three points may be noted. 
First, Eq. (2. 4) is the only possibility which is invari
ant. Second, spaces with reproducing kernels are sim
pler than general Hilbert spaces; in these the weak 
closure is tractable, as is demonstrated by (2. 6) and 
(1. 8). Third, when the distribution is used for statistical 
inference, any possible bias is slightly reduced by con
sidering a slightly enlarged space of functions. 

For the Simple space A o' we may take 1/In (u) = un. Pro
perties of random Taylor series 

(2.7) 

have been studied extensively26; it is known that almost 
all functions in Ao have a natural boundary on I u I = 1. 
The same is of course true for all the trivial generaliza
tions of Ao described in Sec. 1. It is characteristic of 
random Taylor series such as (2.7) that they almost al
ways have a circular natural boundary (Ryll-Nardzewski 
theorem; cf. Ref. 26). This fact does not depend on the an 
having a Gaussian distribution or on (2.4), but if the dis
tribution of the bn is not symmetrical around bn = 0, 
there may be additional singularities inside the circular 
natural boundary. (An exception is that if the variance 
of the bn drops sufficiently rapidly, the radius of the 
natural boundary may recede to 00.) 

More specific information about the boundary behaviour 
of the series (2.7) is also given by Kahane.26 Suppose 
that the an are Gaussian with (an> = 0 and 

lim sup (b~>l/n = 1, (2.8) 

so the radius of convergence (and natural boundary) is 
at I u I = 1. Suppose also that, with O:s CY. :s 1, 

6n2a+«b;> < 00. (2.9) 

Let 

F(e) = lim f(pe i6). (2. 10) 
p~l 

Then F(e) satisfies the Lipschitz condition of order CY., 

that is, 

IF(e ± h) - F(e) 1= O(ha). (2.11) 

On the other hand, if 

lim inf n 2 a+1 (b~> > 0, (2.12) 

then, for all e, 

lim sup h-al F(e ± h) - F(e) I > O. (2.13) 

(Kahane also gives estimates of logarithmic terms, but 
the results above are sufficient for our later work.) 

These results may be generalized by replacing CY. by CY. + 
P in (2.9) and (2.12). Then, ifp is a positive integer, 
(2.11) and (2.13) hold with (2,10) replaced by 

F(e) = lim (~) PF(u). 
u~e·6 du 

(2.14) 

Negative p can be included by integrating Ipl times; 
specifically, for p = - 1: 

pe ie 
F(e) = lim 1 f(u)du. (2.15) 

p~l 0 
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The consideration of random functions from A gives a 
new perspective to the problem of interpolation intro
duced in Sec. 1.2 We now examine the average proper
ties, with respect to the prior distribution over A, of the 
interpolation f(N) (x) to N linear functionals fk' k = 
1, ..• ,N. Let us consider first the average value of all 
functions f(x) E A which yield the N given values f k • This 
average is equal to the minimum -norm interpolation 
given by Eqs. (1. 20)-(1. 21) [cf. (2. 2)]: 

(2.16) 

Furthermore, we may examine the variance of the de
viation from the-.Jnterpolated value, when averaged over 
all functions in A: 

(2.17) 

This averaged squared error is a minimum when f(N)(X) 
is the average value F(N)(X). Explicit formulas for the 
minimum 62(x) are given in Ref. 2. Note that even though 
the space of functions to be interpolated has been en-
1arged from A to A, the best interpolation to any finite 
set of values still lies in A. 

In the remaining sections we shall need information 
about smoothness properties of boundary values for the 
general series (2.1) analogous to those described for 
(2.7). This problem does not appear to have been studied 
in the literature, but we can easily obtain enough infor
mation about the boundary values of the reproducing ker
nel to suit our purposes. 

Let 0 < o!:::s 1, and let H(x, x) be a finite constant on the 
bounda~ B of the domain of analyticity D. Then almost 
all f E A have finite boundary values. The following two 
statements are equivalent: 

(1) Almost all f E A satisfy a Lipschitz condition of 
order O!, but fail to satisfy a Lipschitz conditions of order 
O! + E, at almost all boundary points. 

(2) If x and x + h are boundary points, 

H(x,x) - Re H(x + h, x) -R(h2) == O( Ihl2a ) (2.18) 

where E > 0, and R(h2 ) is a regular function of h2 • Equa
tion (2. 19) follows from the identity 

(I/(x + h) - f(x) 12) == H(x + h, x + h) + H(x, x) 

- H(X + h, x) - H(x, x + h). (2.20) 

If H(x, x) is not constant on B, but possesses a piecewise 
smooth first derivative with respect to arc length on the 
boundary, construct the unique (apart from a constant 
phase) nonvanishing analytic function ct>(x) satisfying 

Ict>(x) 1== H(x,x)1/2, X E B. 

Then (2.19) holds for the reduced function 

H(x,y) = H(x,y)/(ct>(x)cp(y)*). 

(2.21) 

(2.22) 

To generalize to O! + p , consider the functions obtained 
by differentiating p times (p > 0) or integrating Ipl times 
(P < 0). 

Finally, if n ~ p + O! the mean square value of d n f(x)/ 
dx" is unbounded as x --7 xo' Xo b~ing any boundary point. 
It follOWS that for almost all f E A, B is a natural boun
dary of f(x). However, an approximation constructed 
from a finite amount of data will only have branch points 
on B, with use of the kernels constructed below. 
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3. HYPERGEOMETRIC REPRODUCING KERNELS 

A. Isotropic circular region 

1234 

Let the real analytic Hilbert space A be comprised of 
function s analytic for I u I < 1: 

00 

f(u) = L) b"u" 
o 

with the norm 

(3.1) 

(3.2) 

where R" > 0; let us choose R 0 = 1. The reproducing 
kernel H(u, v) is then 

00 

H(u, v) = L) z" /R", 
o 

(3.3) 

where z = uv*. Over the Gaussian ensemble introduced 
in Sec. 2, the b" are independent with 

(3.4) 

Now suppose that A is to be characterized by a specific 
degree of local smoothness on I u I = 1. Let us suppose 
that the leading singularities on I u I = 1 of the functions 
to be apprOximated have the form I u - Uo I /J, possibly 
multiplied by powers of log (u - uo), where II is an ar
bitrary real number. It is then natural to assume that 
v is the" critical Lipschitz order" for A. In other 
words, with 0 < O! :::s 1, for f E A (2. 11) holds with O! + 
P < v, while for almost allf E A, (2. 11) fails to hold at 
some boundary points with O! + p > v. This is achieved 
(2.8), (2.12) if 

(3.5) 

A convenient family of reproducing kernels is given by 

H(u,u') == F(a,b,c;z) 

for which 

R _ r(a)r(b)r(c + n)r(1 + n) 
,,- r(c)r(a + n)r(b + n) 

(3.6) 

(3.7) 

and for which condition (1.18) will be satisfied if a, b, and 
c are positive. 

We choose a == 1 so that the integral representation will 
be especially convenient for numerical calculations. 
The condition (3.5) then gives 

211 == C - b - 1 

and we have 

H(u,v)=G(z), z=uv*, 

G(z) == L) r(211 + b + l)r(b + n) z" 
r(211 + b + n + l)r(b) 

= 1 t tb-l(1-t)2/Jdt • 
B(b, 211 + 1) 0 1 - tz 

(3.8) 

(3.9) 

It is easy to check, either directly from the integral in 
(3.9) or from the continuation formula for hypergeo
metric functions, that H(u, v) satisfies condition (2.19). 

The second parameter b evidently determines the value 
no at which the transition occurs between the small n 
behavior of the coefficients (R" ~ 1) and their large n 
behavior [R" == 0(n2 /J+l)]. This parameter b (or no) also 
determines how the functional values are correlated on 
or near lui == 1, for functions chosen randomly from A. 
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If II > 0, the mean square value on the boundary is finite, 
and the correlation function for boundary values is ob
tained from 

h(e - e') = H(e ifJ , e ifJ '). (3.10) 

Noting that 

2~i ~ ~ H(u, v) = 1, (3.11) 

we have 

..!..- J21f h(e)de = 1. (3.12) 
21T 0 

If we write, as a rough approximation near e = 0, 

h(e) = i/(e + ito), (3.13) 

we see that the correlation distance to can be estimated 
as 

to ~ H(l, 1t1 = 211/(211 + b). (3.14) 

However, if II is small, the expression (3.13) is not 
accurate and we can better take 

to ~ n"(l ~ b-1 • (3.15) 

Another approach to the hypergeometric kernel (3.9) 
which shows how the formula can be generalized for 
other domains is suggested by the theorem contained 
in (1. 23) -(1. 26). First scale the primitive kernel Hoof 
Eq. (1.10) to apply to I u I < R,R 2:: 1: with the norm 

IIfll~= 21TR~(R) JIUI:RlfI2Idul, 

we have 

(3.16) 

(3.17) 

We obtain the reproducing kernel for the conjunction of 
the Hilbert spaces A R by summing over R; more gene
rally, we may take 

H(u, v) = 1''''' HR(U, v)dR (3.18) 
1 

provided the integral is uniformly convergent. With t = 
R -2 and an appropriate choice for g(R), we obtain (3. 9) . 

B. Conformal transformation of the circle 
The space A constructed above is isotropic in the unit 
circle, in the sense that the width to of the boundary 
value correlation function is independent of the angle 
e = arg (u). This constancy of the width of the correla
tion function may not be in accord with the structure of 
the function which is to be estimated from data. NOW, 
as pointed out following (1. 13), a mapping of the circle 
into itself leaves H 0 invariant provided the weight func
tion for the norm is scaled appropriately. This is no 
longer true of H as given by (3.9). 

Let 

u = x - '1/ ('1/ real) 
l-'1/x 

(3.19) 

and let CP(x) be nonvanishing and analytic in a region con
taining I x I s 1. 
Then 

H(x, y) = CP(x)H(u(x), u(y), u(y»cp (y) *, (3.20) 

has the following properties: (1) If II> 0, the variance of 
functional values on the circle is proportional to I cP (x)12. 
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(2) At each point x_= exp (ie), the critical Lipschitz in
dex for the space A is II. (3) The width of the boundary 
value correlation function at x = exp (ie) is 

to(e) = to 1 + '1/2 
- 2'1/ cose, 

1- '1/2 

where to is the width characteristic of H. 

C. Half plane 1m x:> 0 

(3.21) 

Consider first the Hilbert space containing functions 
f (x) analytic for 1m x > 0, satisfying If(x) I ~ 0 as 
I x I ~ ex) uniformly, with the norm 

1 lao IIfl12 = - If (x) 12 dx. 
21T - ao 

(3.22) 

The reproducing kernel for this space is 

H(x,y) = i/(x - y*). (3.23) 

To impose Lipschitz conditions on 1m x = 0, we may 
either imitate the construction in Eqs. (3.16) -(3.18) or 
take a limit of the transformation (3.19)-(3.20). We 
obtain 

H(x,y) = G(z), 

where G(z) is given by (3.9), but 

z=l+i(x-y*). 

(3.24) 

(3.25) 

On the real axis, the boundary value correlation function 
(II > 0) has a correlation distance independent of x. 

4. CONSTRUCTION OF GENERAL KERNELS 

A. Simply connected regions 
Let D be a simply connected region and Bits piecewise
analytic boundary. The problem is to construct a repro
ducing kernel for a Hilbert space of functions analytic 
within D, for which the variance of boundary values, v(s), 
and the correlation length for boundary values, to( s), are 
given functions of the arc length s along B. In applica
tions it may also be desirable to allow the critical 
Lipschitz order II to depend on s, but we shall first treat 
the case where v is constant. 

Let t be a continuous parameter, 0 s t s 1, and for each 
t .construct a domain D(~) with D(t

1
) : D(t~ if t1 < t2, and 

WIth D(l) == D and D(O) bemg the entire complex plane. Let 
Ht (x, y) be the reproducing kernel corresponding to a 
square-integral norm over B t , the boundary of D(t); in 
principle, this kernel is given by (1.13) if the mapping of 
4t) onto a unit circle is known explicitly. Let u(x) de
note the mapping function for D onto the unit circle 
lui < 1. Let Xo be a point on an analytic arc of B; we 
shall examine Ht(x, y) for t near 1 and x and y near to 
xo· 

Let Uo = u(xo) and l/Io = l/I(xo) as given by (1.12). To 
first order in (x - x o) and (y - x o) we have 

u = Uo + l/I~(x -xo), 

v = U o + l/I~ (y - x o), 
(4.1) 

(4.2) 

Note that u~%/l/I~ is a phase factor which rotates the 
direction of the boundary at x 0 into the vertical. With 

i; = u~(x - xo)l/Io/l/I~, 

i'1/ = u;(y - xo)l/Io/l/I~. 
(4.3) 
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We have from 1. 13, to leading order in ~ and 71, 

(4.4) 

as should be expected from (3.23). 

Let s be the arc length up to the point x o' and let R( s, t) 
be the distance from Xo to the nearest point of B(t); this 
is to have the form 

R(s, t) = r(s)(l - t) + 0((1 - t)2). (4.5) 

Here r(s) is an analytic function of s, at least where B is 
analytic. Then, for t near 1 and for points near x o' we 
have 

H
t 
(x, y) ::::l __ --,------=-i ___ _ 

~ - 71* + 2ir( s)(l - t) 
(4.6) 

Let g (t) be a nonnegative normalized weighting function 

11 g(t)dt = 1, o 

which behaves near t = 1 as 

g (t) ~ (1 - t) 2 v. 

(4.7) 

(4.8) 

We have now constructed a set of Hilbert spaces A(t); 
we shall let g(t)Ht(x, y) be the reproducing kernel for 
A(t) and then form the conjunction of these spaces. 
Thus, we construct 

H(x,y) = 1 g(t)dtHt(x,y) o 
and let 

ii(s) = H(Xo'Xo), Xo E B. 

We have, approximately, 

- 1 11 dt H(s) ~ - g(t) --. 
2r(s) 0 1-t 

(4.9) 

(4.10) 

(4.11) 

The approximation (4.11) will be most accurate when 

A = 2 (1 g(t) ...J:L)-1 
o 1- t 

(4.12) 

is small. In any case, it is clearly consistent to identify 
A( s) with Ar( s). 

On eliminating H(s) as in (2.21)-(2.22), it is clear that 
condition (2.19) is satisfied. The kernel which satisfies 

( 4.13) 

is given by 

H(x,y) = cp(x)H(x, y) cp(y), (4. 14) 

where 

(cp(xO»2 = v(s)/ii(s), Xo E B. ( 4.15) 

B. Further generalizations 

An N -fold connected domain D is the intersection of N 
singly connected domains Dk , k = 1, ... ,DN , of which 
N - 1 consist of the region outside of their boundary B k. 

Let us suppose that Hk(x, y) is the reproducing kernel 
for the space A k , of functions analytic in Dk , satisfying 
suitable boundary conditions on B k; this kernel Hk(x, y) is 
constructed as in part A of this section. Then the re
producing kernel for the space A of functions analytic in 
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D, satisfying the same boundary conditions on each of the 
B k , is 

N 

H(x, y) = L; Hk(x, y). 
k=1 

(4.16) 

It is clear that the Lipschitz order Ilk may be different 
on each of the B k. This suggests a simple way to con
struct kernels for which the order II is different on dif
ferent parts of the same boundary curve. Let us con
sider a simply connected region Do with boundary Bo• 
On part of Bo we have II = 111' on the remainder II = 112 • 

Construct any suitable domains D; ::; Do, having boun
daries B;, such that B; n Bo is the part of Bo on which 
the index is vi. Then take 

where Hi (x, y) is defined in Di with the order IIi. The 
value of H(xo' x o) for Xo E B, is apportioned between 
H 1 and H 2; the value of H 2 could be chosen fir st, some
what arbitrarily, and then the value of H 1 chosen to 
make up the difference. 

It is clear that there are many hidden parameters in
volved in the constructions outlined in this section. 
However, the kernel H(x, y) at interior points is not 
very sensitive to these ambiguities, because in going 
from the boundary to the interior, variations in a func
tion are smoothed over. Thus the ambiguities can 
usually be resolved on the grounds of simplicity. 

5. EXAMPLES 

A. Strip centered on real axis 

Consider first the sapce of functions f(~) analytic in the 
strip I Im(~) 1< 11/( 4t) which vanish in the strip uniformly 
as I~ I ---7 1Xl, with the norm 

The reproducing kernel is 
(5.1) 

(5.2) 

To impose Lipschitz conditions on I Im(O I = 11/4, we in
tegrate (5.2) with a weight function: 

H(L 71) = J1 g(t)dt • 
o cosht(~ - 71*) 

(5.3) 

The width of the correlation function on the boundary is 
a constant. 

B. Elliptical region 

Let B be a unifocal ellipse with semi-axes a and b, let 
r = a + b, and let D be the region inside B. The function 

z =~(~ + ~-1) (5.4) 

maps the annulus 1:s ~ < r onto D. These domains arise 
as a result of conformal maps which maximize the rate 
of convergence of polynomial approximations to data on 
a given segment, which becomes here - 1 < z < 12. 27 •28 

A suitable primitive kernel is 

Ho(z,w) = E b,.T" (z)T" (w)*, 

where 

T" (z) = ~(~" + ~-") 

(5.5) 

(5.6) 
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are Chebyshef polynomials, and 

(5.7) 

The norm here is a simple square integral over I ~I = r, 
or a square integral with the weight I z 2 - 11-1/2 over B. 

One method to impose Lipschitz conditions on B is to 
replace b n by Rnbn' where Rn is given by (3.7), (3. 9). For 
large n, bn ~ r-2n and Tn(z) ~ t~n, so the properties of 
power series described in Sec. 2 apply here. 

A second way is to consider nested unifocal ellipses, 
with r(t) = riff, and integrate with the same weight 
functiong(t) as in (3.9). Then we have 

(5.8) 

where 

B - .[.1 g(t)dt 
n - 0 r2n/tn + t n/r2n + 200n 

(5.9) 

For large n, we obtain 

(5.10) 

showing that the two approaches are essentially equiva
lent. In the annular domain, the width of the correlation 
function is independent of ~,but on the ellipse it is pro
portional to I z 2 - 111/2. 

C. Cut plane 

In many applications the domain of analyticity C of func
tions f(s) is the entire s plane except for two cuts along 
the real axis: s < s, and s > s2. We show here how to 
apply the previous results to obtain a variety of kernels 
for this domain. The most complicated technical prob
lem to be faced in applying the general procedure of 
Sec.4 is that of constructing maps for arbitrary do
mains; it is therefore useful to illustrate what can be 
done with elementary maps. 

For the first example, map C onto I u(s) I < 1 and use the 
kernel derived in Sec. 3. Then, for large s, the boundary 
value correlation distance A( s) has the behavior 

c.( s) = O( s2) (Is I ---7 (Xl). (5.11) 

Another way to put (5.11) is to say that the structure of 
the functions f( s) on the cuts is characterized by a con
stant amount of variation in constant intervals of u; for 
large s, this is equivalent to constant intervals of (1/s). 

Second, one may map C onto the strip I Im(~) I < rr/4 and 
use (5. 3) as the kernel. Then, for s ---7 (Xl, 

c.(s) = O(s). (5.12) 

In other words, there is a constant amount of structure 
in constant intervals of ~ ~ log s. 

Finally, we may consider C as the union of CL and CR , 

where these are the entire plane except for only the left
and right-hand cuts, respectively. Then we have, as 
shown in Sec. 4B, a simple way to impose different 
Lipschitz conditions on the two cuts. If we map each 
of CL and CR onto a circle, we again obtain (5.11). How
ever, we may also map either of them into a half plane; 
then there is a constant degree of structure in constant 
intervals of s1l2, for large s, or 

A( s) = 0(S3/2). (5.13) 
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In all of these examples the regions near s1 and s2 are 
expanded greatly. In physical examples where s is an 
energy variable, the effect is that, for small momenta, a 
constant degree of structure appears in equal intervals 
of momentum. This effect is in accord with general 
physical intuition. 

6. SEVERAL COMPLEX VARIABLES 

Reproducing kernels for functions of several complex 
variables have been widely used for furthering the 
general theory of analytic functions. 18 ,29 The norm of 
the corresponding Hilbert spaces, however, has been de
fined as an integral over the entire domain (Bergman 
kernels). Hilbert spaces in which the norm is defined by 
a boundary integral appear to be more useful for the 
kinds of physical applications envisaged here but have 
been studied less extensively. There is, however, a 
general rule which can be often used: if the domain of 
analyticity D is a product domain, for example, D = 
D1 X D2 , where D; is the domain of analytiCity in the 
single variable Xi' then 

(6.1) 

is the reproducing kernel for the direct product A = A 1 (2) 

A2 (M, p.105). This allows the immediate application of 
our previous formulas to many interesting situations. 

An application similar to the one that is described below 
has already been treated by Shih 8. 

Consider, for example, functions which satisfy Mandel
stam's representation30; first let 

f(s,t) = JooJoo P(:',t')d:'dt'. 
So to (s -s)(t -t) 

(6.2) 

Map each of the cut s and t planes to a circle or half 
plane and use a hypergeometric kernel. There are 
usually higher two-body thresholds, which suggests 
taking IJ = t. Then we write 

(6.3) 

where Hx is given by a prescription from Sec. 3. For the 
general Mandelstam representation we have to add two 
more terms: 

H=Hst(s,t,s:t') +Hsu(s,u,s:u')+Htu(t,u,t:u'). 
(6.4) 

(where s + t + u = const). For greater generality, en
velope factors may be supplied to each term in (6.4); 
specifically, the first term may be replaced by 

Hst = 1>(s, t)Hs (s, s')Ht(t, t')1>(s: t')*, (6.5) 

where log 1> satisfies a representation similar to (6. 2). 

As a more specifiC example, consider the rro - rro elas
tic scattering amplitude. Crossing symmetry requires 
that Hs t' H su' and Htu be the same function H 00. In this 
case we may distinguish between the terms in which the 
2rr and 4rr thresholds are lowest as follows: 

7, SUMMARY AND DISCUSSION 

In fitting data, one necessarily uses functions drawn 
from a certain preselected class, and the choice of this 
class will influence the results. It has been shown that 
the definition of the class of functions to be used can be 
conveniently made in terms of the reproducing kernel 
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of a function space. Formulas have been given which will 
allow the incorporation in this kernel of general infor
mation about the behavior of the functions on the boun
dary of a domain of analyticity 

The availability of kernels with a great deal of flexi
bility emphasizes anew the importance of using sound 
physical and mathematical arguments to establish the 
proper class of functions to use in a specific situation. 
Much work remains to be done on this problem. The 
approach through reproducing kernels, especially when 
the kernel is interpreted as the covariance matrix for 
random functional values (Eq. 2. 6) suggests new ways to 
formulate and study the mathematical problem of cha
racterizing the general behavior of functions suitable for 
use for a concrete physical problem 

An example of the kind of problem for which the solution 
is unknown but would be of interest is presented by the 
scattering amplitudes which in the nonrelativistic wave 
mechanics arise from a superposition of Yukawa poten
tials. Here one might define a space of Yukawa poten
tial functions through its reproducing kernel; the question 
is then, what is the kernel for the space to which the 
scattering amplitude belongs. This question could refer 
to the amplitude with t, s, or the angular momentum 
fixed, or more generally as a joint function of sand t as 
in Sec. 6. 
In the relativistic theory a wide class of unsolved prob
lems will present themselves to the reader. For appli
cations it is especially important to find ways to charac
terize theoretically the envelope factor cp which appears 
in Eqs. (1.11), (2. 21), (3. 20), (4.14), (6.5). Approximate 
empirical estimations would also be useful. 31 

There are many directions in which the material of this 
paper needs to be extended. First, there is the problem 
of constructing kernels for spaces in which there is 
separate information about the real and imaginary part 
of boundary values. Work on this problem has already 
been done by RoSS4 and by Shepard and Shih13 for spaces 
in which the norm is given by separately weighted 
square integrals over the real and imaginary parts. 
Another problem is that of imposing nonlinear con
straints, such as given by unitarity, on the functions to 
be used for interpolation. An approximate linearization 
can be resorted to, but it is often cumbersome, and the 
bias which it introduces has not been studied. Finally, 
only the most simple kind of construction has been used 
in Sec. 6 for kernels for functions of more than one 
variable. It would beof interest to see whether more 
general techniques, based perhaps on the Bergman
Oka-Weil integral, could be used to pratical advantage 
in constructing kernels. 
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The gravitational influence of a beam of light. 1* 
Raymond W. Nackoney 
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In this paper an exact solution is provided for the Einstein field equations of a beam of light. The 
beam is circular in cross section, infinite in length and duration, and considered in the geometrical 
limit with the flux being a function of only the radial coordinate. Null and timelike trajectories of 
this metric are considered in two classes: those with and without angular motion around the circular 
beam. The elements of the beam are initially without angular or radial motion and are found to fol
Iowa set of null trajectories which allows the beam to be in a state of equilibrium. A null trajectory, 
without angular motion, which is initially inclined slightly to the direction of the beam will curve 
away from the beam. Such a trajectory will continue to curve away until it is directed perpendicular 
to and then opposite to the beam direction, thereupon coming back into the beam upon the mirror
ed outgoing trajectory. Such trajectories are discussed with emphasis upon Lorentz transformations 
along the direction of the beam. Trajectories with angular motion include orbital cases. Beams of 
sufficient energy flux may allow closed null orbitals and regions of stable and unstable closed time
like orbits. Null helical trajectories which spiral back along the length of the beam can always occur; 
however, forward spiraling trajectories are restricted to large fluxes and are discussed in the light of 
Lorentz transformations. 

INTRODUCTION 

The propagation of light acted as a cornerstone in 
the formulation of the principle of special relativity. 
The property was incorporated that light travels 
through the flat space-time of special relativity with 
a unique speed c and without a change in its direction. 
In general relativity, special relativity is valid in two 
senses. First, it is valid locally, even though there 
may exist an over-all curvature due to the energy
momentum tensor of matter. Hence light may accele
rate over a nonlocal region of a gravitational field. 
Second, special relativity is valid throughout all 
space-time in the case where no matter whatsoever 
is present. In this case, transmission of information 
is usually obtained by using light. But electromag
netic radiation itself has a nonzero energy-momen
tum tensor and, therefore, is active in modifying the 
geometry of space-time. The question arises as to 
whether a beam of light, with no other matter present, 
will interact upon itself gravitationally to focus or 
retard its own propagation. 

This problem was first approached in the 1931 work 
of Tolman, Ehrenfest, and Podolskyl,2 in which the 
effect of a pulse of light, and also a finite stationary 
beam of light, was obtained as a first-order pertur
bation on Minkowski space as expanded in the strength 
of the gravitational field. The bending of light in a 
particle's gravitational field was well known at that 
time, and the emphasis of the 1931 paper was directed 
to the converse problem of a particle in light's gravi
tational field. One result which was obtained was 
that to first order a null traj ectory traveling parallel 
to the beam was neither deflected nor retarded. The 
present paper treats the exact field of an infinite 
beam and will prove to maintain the conclusion of 
Tolman, Ehrenfest, and Podolsky. 

The metric we use is a case of Vaidya's Newtonian 
metric. 3 This metric has been applied to spherical 
systems, cylindrical systems, and ones which are 
asymptotically flat at infinity. 4 - 9 Whereas previous 
studies of systems with cylindrical symmetry dealt 
with a radial flux of gravitational radiation (Bondi and 
Sachs), this report deals with an axial flux of electro
magnetic (or neutrino) radiation. The previous elec
tromagnetic cases examined earlier are all spherical. 
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STATIONARY BEAM METRIC 

We consider the problem in general relativity of an 
infinite beam of light with circular crosS section, of 
radius R, which propagates along the z axis of a cylin
drical coordinate system in the positive z direction. 
The beam's energy density p is measured in a local 
Minkowski frame and is without azimuthal, axial, or 
temporal dependencies. Hence,p is a function of the 
radius r only. We shall ignore all diffraction effects 
at the edge of the beam and all nongravitational inter
actions; and, hence, we initially have the flux solely in 
the positive z direction. We wish to consider the 
gravitational field produced by such a system in the 
geometrical limit, that is, where the wavelength of the 
light is made to go to zero. To do so, we must find a 
metric which is a solution of the field equations for 
the beam. Our major demand on the metric is that it 
will contain a retarded time which parametrizes suc
cessive cross sections of the beam. 

Retarded time arises from the following considera
tions: The invariant interval in Minkowski space has 
its description in cylindrical coordinates given by 

ds 2 = df2 - dr2 - :y2df}2 - dz 2• 

A retarded time metric (r, t, e, z) is obtained by the 
transformation 

f = t + z, f} = e, Z = z. 

Using this transformation, we obtain the Vaidya form 

ds 2 = dt2 + 2dtdz - dr2 - r 2de 2, 

which has no diagonal term for the z component. To 
see the retarded time property, consider a test ray 
moving axially (dr = 0, de = 0). Since light has the 
property that ds = 0, Eq. (3) becomes 

o = dt2 + 2dtdz. 

There are two solutions·for Eq. (4), namely, 

dz 1 
dt =-2' 

and 

dt = O. 

(1) 

(2) 

(3) 

(4) 

(5) 
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The negative sign of the first solution indicates a ray 
moving parallel to the z axis in the negative z direc
tion. The second solution is compatible with light 
moving parallel to the axis in the positive direction. 
In this case dt = 0 or t = const, which states that t is 
the retarded time parametrizing the light ray. 

A beam of light is composed of elements, each of 
which may be considered as a test ray; hence, a beam 
which is propagating along the z axis in a positive 
direction has its cross sections labeled by the retard
ed time t if the metric is of the form of Eq. (3). In 
our case we must assume a curvilinear metric. 
Hence we have the metric tensor, as defined by 

ds 2 = gikdxidxk (6) 

to be given quite generally by 

goo =f(r), gll =-e2 A, g22 =-r2, 

g03=e cx , g33=0, 

where f, O!, and A are unknown functions of r; all other 
components of gik are zero. The contravarient metric 
tensor is found to be 

gOO = 0, gll = _ e-2.\., g22 = - r-2, 

g03 = e-cx, g33 = _ fe-2cx, 

all other components being zero. 

As in our Minkowski case, we can see that the retard
ed time property holds. Let the 4-velocity of the 
beam, i.e., its elements, be given by ui(r). Our beam 
of light is axially directed, hence 

u 1 = 0, u 2 = 0. 

(7) 

(8) 

(9) 

The condition on the remaining two components of u i is 

or ° = f(r)uOuO + 2ecxu Ou 3 . 

The two solutions of Eq. (11) are 

u 3 = - ~fe-2cxuO 

(10) 

(11) 

and (12) 
u O = 0. 

The first is the anti-parallel solution. Parallel rays 
and the beam itself are given by the second solution 

u O = 0, (13) 

and a retarded time parametrizes cross sections or 
elements of the beam. 

The Christoffel symbols are determined from the 
relation 

r!k = ~gil(gl'k +glk . -g'k I)' J J..J J. 

For the metric of Eqs. (7) we obtain 

r o _ 1 dO! 
01 - 2" dr ' 

r 1 _ 1 df -2'\' 
00 - 2" dr e , 

r1 -!. dO! ecx-2.\. r212 = r-1 , 
03 - 2 dr ' 

r3 = !.(df _ f dO!) e-a 
01 2 dr dr ' 

3 _ 1 dO! 
r 13 - 2" dr' 
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(14) 

(15) 

The Ricci tensor is generated from the Christoffel 
symbols 

A calculation gives the nonzero components: 

R22 = re-2A ~ (O! - A), 
dr 
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Roo = - ~e-2.\.[d2f + ~ df _ df d(O! + A) + f(dO!) 2J, 
dr 2 r dr dr dr dr 

R 3 = - ~e_2.\.[d20! + ~ dO! _ dO! dA + (dO!)2J, 
o dr2 r dr dr dr dr 

THE ENERGY-MOMENTUM TENSOR 

The energy-momentum tensor is proportional to the 
quadratic form of the light's 4-velocity u i 

where C is proportional to the energy density. Let 
us consider an observer who is situated at rest in 

(17) 

(18) 

our metric. Such an observer has a 4-velocity il i with 

ill = 0, U 2 = 0, u3 = 0. (19) 

The condition on the magnitude of the 4-velocity is 

(20) 

or for our observer, 

(21) 

and, therefore, 

(22) 

The energy-momentum tensor must be such that an 
observer who is at rest with respect to the global 
metric measures the energy density to be p in his 
local Minkowski frame. This condition is satisfied by 
the contraction 

or 
T oouou o = C(g Olu l ) (g Omum)/g 00 = p; 

therefore, 

Hence the energy-momentum tensor of the beam is 
given by 

(23) 

(24) 

Tik = p[goO/(golul)(gomum)]gisusgktut. (25) 

The 4-velocity of our beam of light has three of its 
four components given by Eqs. (9) and (13): 

u O = 0, u 1 = 0, u 2 = 0. 

as a result of which Eq. (25) reduces to 

(26) 
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The only nonzero component of Tik is 

Too = pf. 

The trace Ti i = 0 as expected for electromagnetic 
(or neutrino) radiation. 

FIELD EQUATIONS 

Since the trace of the energy-momentum tensor is 
zero, the Einstein field equations with the cosmologi
cal constant set to zero are given by 

Rik = - (8uG/ c 4)T ik' 

On writing Eqs. (28) explicitly in terms of Eqs. (17) 
and (27), we obtain 

e-2 A [d
2f + ~ df _ df (da + dX\ + f (ddra) 2J 

dr 2 r dr dr dr dr) 

(27) 

(28) 

= 161TG pf, (29) 
c4 

d(X - a) 
e-2A r . dr = 0, 

i e ct-2 A [r!:..2a + ~ da _ da dx + (ddra ) 2J = 0, 
dr2 r dr dr dr 

d 2a + ~ (da\ 2 _ da dX _!.. dX = O. 
dr 2 2 dr/ dr dr r dr 

Equation (30) is immediately solvable; we find 

X = a + const. 

Substituting this solution into Eq. (32) we have 

d 2a _ ~ da _ !.. (da)2 = O. 
dr 2 r dr 2 dr 

The solution of Eq. (34) is 

ect = (A + Br2)-2. 

Substituting Eq. (35) into Eq. (31) we find 

- 8AB(A + Br2)-2 = O. 

Hence we must have either A = 0 or B = O. If A = 0, 
we find 

(30) 

(31) 

(32) 

(33) 

(34) 

(35) 

(36) 

ect = B-2y-4. (37) 

Implying that ect, and therefore e A as well, becomes 
singular at r = 0 as a fourth-order pole. These sin
gularities produce an essential singularity for f at 
r = 0 for realistic energy distributions, e.g.,p = 
const. We, therefore, disregard this solution and take 
B = O. Thus, our solution will be taken as 

eO. = D (a const) (38) 

and 
e A = E (a const). (39) 

Substituting Eqs. (38) and (39) into Eq. (29) we have 

d 2f +!.. df _ 161TG E2pf = O. 
dr2 r dr c 4 

(40) 
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The metric is now given by 

ds 2 = f(r)dt 2 + 2Ddtdz - E 2dr2 - r 2d8 2• (41) 

By rescaling z we can make D = 1. At any radius r, 
the circumference is 21Tr. Since space-time is locally 
Minkowskian, the circle near r = 0, given by r = 
const, is small enough to be locally measurable, and 
hence we demand that the ratio of the proper circum
ference to the proper radius is to be 21T; that is, E = 1. 
Similarly, by scaling t, it is reasonable for 

f = 1 at r = O. 

Equation (40) becomes 

d 2f + ~ df _ 4mf= 0, 
dr 2 r dr 

where 

m(r) = (41TG/c 4)p(r). 

For r > R, m = 0, and we obtain as a solution to Eq. 
(43) 

f = A + B log(r /R). 

Inside, the beam f varies with the distribution m(r). 
If the energy density distribution is constant, the 
interior solution is a linear combination of zero
order Bessel functions of imaginary argument of the 
first and second kinds: 

f = alo(2m 1/2r) + bKo(2m 1 / 2r). 

The modified Bessel function of the second kind is 
Singular at r = 0; hence we set b = 0 and take the 
solution to be 

f = I o(2m 1 /2r), m = const, 

which is consistent with Eq. (42). The exterior solu
tion matches smoothly by choosing the integration 
constants so as to make 

In general, our metric is speCified by a single func
tion f(r); 

ds 2 = f(r)dt 2 + 2dtdz - dr2 - r 2d8 2, 

where f(r) satisfies the equation 

(42) 

(43) 

(44) 

(45) 

(46) 

(47) 

(48) 

d
2
f +!.. df _ 4m(r)f = 0 (49) 

dr 2 r dr 

and 

m(r) = (4uG/c4)p(r). (50) 

Solution of the Einstein field equations for an infinite 
beam of light is not limited to beams with circular 
cross section. If the cross section is rectangular, 
infinite in extent in the y direction and finite in the 
x direction whose denSity is a function of x only, we 
find that 

ds 2 = f(x)dt 2 + 2dtdz -dx2 - dy2, 

where 

d2f - - 4m(x)f = O. 
dx2 

(51) 

(52) 
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Outside of the beam, f == A + Bx. If m = const, then 
inside of the beam, f = cosh(2m 1/2x). 

If the beam is elliptical, we use confocal coordinates 
v and jj, (- 1 < v < 1, jj > 1). Let D = (t focal dis
tance); then the metric for a beam whose density m 
is a function of jj only is 

ds2 = f(jj, v)dt2 + 2dtdz _ D2(jj2 - v2) djj2 
jj2 - 1 

_ D2(jj2 - v2) dv2, 
1- v2 

(53) 

where f is a function of v as well as jj. Dependence 
on v is inserted as a mathematical device, in order 
that we may obtain a solution in terms of an eigen
expansion. We obtain the equation governing f: 

(jj2 _ 1) a2
f + jj af _ 4D2jj2m(jj)f 

ajj2 ajj 

+ (1 - v2) a
2
f _ v af + 4D2v2m(jj)f = O. (54) 

av2 av 
Outside of the beam, f(jj, v) = A + B log{jj + (jj2 _1)1/2), 
independent of v. Inside, if m(jj) is a constant, by 
using the constant b, we can separate the equation and 
obtain the same equation for both variables jj and v, 
e.g., our equation for jj becomes 

(55) 

which is Mathieu's equation with a scaling factor 
i2Dm 1/2, that is imaginary. For the interior solution 
there is no eigensolution for v which is constant; 
hence, a summation over the eigenspace is necessary. 
The same expansion coeffiCients will then apply to 
the hyperbolic solution for jj, and the solution f will 
be independent of v. 

In all of these cases the basic form of the metric is 
the same. As a consequence, the geodesics of each 
of the beams will be similar. 

GEODESIC EQUATIONS 

The solution for the metric from the preceding sec
tion yields four nonvanishing Christoffel symbols 

r 1 _ 1 df 
00 - 2' dr' 

3 _1 df 
r 01 - 2' dr' 

The geodesic equations are given by the expression 

dv k 
k' I 0 as + ri1v'v = , (57) 

where v k is the 4-velocity of a test ray or particle. 
Combining Eqs. (56) and (57) we obtain the four geo
desic equations 

dv 1 1 df - - rv2v 2 + - - vOv o = 0, 
ds 2 dr 

dv 2 2 - + -v1v2 = 0, ds r 

dv 3 df 1 - + -vov = 0, 
ds dr 

dvO 
(lS= O. 
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Solutions for Eqs. (61) and (59) are immediate; they 
are 

v O = A, 

where A and h are constants. Inserting these results 
in the remaining two equations, we may write 

and 

dv l h 2 A2 df 
---+--=0 
ds r3 2 dr 

dv 3 +A df 1 - 0 
ds dr v - . 

After multiplying Eq. (64) by vl, we integrate both 
equations to obtain 

v 1 = ± [C - (h 2/r2) - A2f)1/2 

and 

v 3 = D -Af, 

(62) 

(63) 

(64) 

(65) 

(66) 

(67) 

where C and D are constants. In addition, we have the 
line element 

B = f(v O)2 + 2v Ov 3 - (v 1)2 - r2(v 2)2, 

where either B = 0, if the test particle is null, or 
B = 1, if the test particle is timelike. 

In summary, the geodesics equations are given by 

v O ==A, 

v 2 = h/r2 , 

v 3 =D-Af, 

v 1 = ± (C - h2/r 2 -A2f)1/2, 

and the line element Eq. (68) becomes 

(68) 

(69) 

(70) 

(71) 

(72) 

B=2AD-C, (73) 

where A, C, D, and h are constants, and B equals zero 
or one depending on whether the geodesic is null or 
non null, respectively. In the following work we will 
assume that a light ray or particle may pass through 
the beam without interaction, save the gravitational 
interaction. Hence all geodesics will be continued 
indefinitely. 

TRAJECTORIES IN THE R-Z PLANE (h = 0) 

Null trajectories in r-z plane 

We first consider null trajectories (B = 0). By scal
ing the affine parameter such that D = 1, we may 
characterize the geodesics by the constant A so as to 
rewrite the Eqs. (69)-(72) in the form 

v O ==A, 

v 2 == 0, 

v l = ± (2A -A2f)1/2, 

v 3 =1-Af. 

(74) 

(75) 

(76) 

(77) 
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Equation (76), along with the fact that f ~ 1, implies 
that 

O::s A::s 2. 

There are five cases to be considered: 

(i) A == 2. By Eq. (76) the radicand of VI is 4(1 -f). 
Since f ~ 1, such a trajectory can exist only for r == 0 
(f == 1), in which case the ray propagates along the z 
axis in the direction opposite to that of the beam. It 
is neither deflected nor retarded. 
(ii) 1 < A < 2. Consider a ray which starts at r == 0, 
then VI is initially positive. For A > 1, v 3 < 0 for all 
r. Hence our ray is inclined towards the negative z 
direction. As r increases, f increases and v 1 de
creases smoothly, becoming zero at f == 2/A, where 
v 3 reaches its largest absolute magnitude v 3 == - 1. 
At this point dvI/ds "" 0, VI assumes the negative 
root of its solution, and the trajectory returns to 
r == 0 along the mirror image of its outgoing path. 
The complete trajectory is an infinite series of nega
tively z directed undulations alternating on either 
side of the z axiS, with maximum radius given by 
f == 2/A. 
(iii) A == 1. At r == 0, f == 1 and hence v 3 == 0; the ray 
is approaching or departing from the axis radially. 
As we follow such a ray out, v 3 becomes negative, 
and the ray is swept back along the negative z axis. 
It reaches a maximum radius at f == 2 and then re
turns to the z axis along the mirror image path of 
the outgoing ray. Again, the complete trajectory is 
a series of such undulations. 
(iv) 0 < A < 1. At r == 0, v 3 > 0, and the ray is in
clined along the beam direction. As the ray goes out, 
VI decreases smoothly to zero at f == 2/A, as before. 
But now v 3 changes sign at f == l/A, and the ray be
gins to be inclined toward the negative z axis. Hence 
the outward directed trajectory turns around upon 
itself (see Fig. 1). The trajectory is a set of lobe
shaped loops which alternate about the z axis. 

Let us consider a test ray which is initially traveling 
anti-parallel to the beam of density Po at some non
zero radius. Assuming that the density of the beam 
is comparatively small, we obtain an undulating tra
jectory, case (ii). The result is similar to that which 
one would expect for a particle in a cylindrical 
Newtonian potential well, as indicated in Fig. 2. If we 
increase P to PI> Po, the corresponding angular de
flection at a given radius increases. At a speCific 
PI' the angular deflection at r == 0 reaches 7T/2; hence, 
the ray travels perpendicular to the beam axis, and 
case (iii) applies (see Fig. 3). As the density increas
es to P2 > PI' case (iv) applies. The test ray will re
verse upon itself twice in crossing the beam, once 
on each side of the beam, attaining a maximum deflec
tion from its initial direction at r == 0 (see Fig.4). 

This reversing property of the obtained solutions 
which gives rise to the lobe-shaped loops can be ex
plained in terms of special relativity and the "poten
tial well" solution of case (ii). Consider again the 
case where P == Po' Le., we measure P as Po in some 
local Minkowski frame K. At the instant the ray 
crosses the z axis the local speed of the ray must be 
"e." Hence the component of the test ray's velocity 
in the direction opposite to the beam must be less 
than e, say {3e (see Fig.2). Now according to special 
relativity, there exists no preferred frame for observ
ing the propagation of light. In particular, we may 
observe the propagation in a frame K' which is mov
ing with respect to the K frame at a velocity {3e in 
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z 

FIG. 1. Outward directed trajectories in the r-z plane for mR2 = 1. 5. 

po·----

FIG. 2. A null trajectory in the r-z plane as seen in frame K (p = po). 

L 
K 

L, 
K -pC 

FIG.3. A null trajectory in the r-z plane as seen in frame K' (p = PI) 
moving opposite to the direction of the beam with speed f3c with res
pect to frame K. 

the direction opposite to the beam's flux. Such a 
frame K' exists since {3e < e. In K' the z component 
of the ray's velocity is zero. Hence an observer in 
the K' frame sees the test ray traveling perpendicu
lar to the beam at r == O. In addition, the density of 
the beam is Lorentz transformed in K' relative to K, 
and we obtain a denSity P > Po; namely,p == PI' as 
expected from case (iii) (see Fig.3). It is Similarly 
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TABLE I. The z coordinate at the maximum radial position for null trajectories in the r-z plane as a function of beam flux (mR2) 
and maximum radius (r /R). For those cases where the maximum radial position is at positive z, a loop will occur in the extended tra
jectory. Since, for a given beam, these values of z go through a maximum, only for those beams where mR 2 '" 2. 57 does z become 
positive. 

r/R 
Z 

mR2=2.20 mR2 = 2.50 mR2 = 2.57 mR2 = 2.60 mR2=3.00 

0.97 ...... - .1668 - .0860 - .0672 
1.02 ...... - .1191 - .0300 - .0094 
1.03 ...... - .1158 - .0260 - .0052 
1. 04 ...... - .1139 - .0226 - .0014 

1. 05 ...... - .1134 - .0207 - .0002 
1. 06 ...... - .1143 - .0212 + .0006 
1. 07 ...... - .1155 - .0221 - .0001 
1.08 ...... - .1181 - .0234 - .0021 

1.09 ...... - .1219 -.0261 - .0045 
1. 10 ...... - .1261 - .0301 - .0083 
1.15 ...... - .1564 - .0604 - .0385 

V>(JC 

FIG.4. A null trajectory in the r-z plane as seen in frame K" (p = P2) 
moving opposite to the direction of the beam with speed greater than 
{3c with respect to the frame K. 

true that the case where the trajectory turns around, 
shown in Fig. 4, can be generated by transforming to 
a frame K" moving at a speed greater than (:3c with 
respect to K in the negative z direction. The density 
of the beam is then Lorentz transformed to P2' 

(v) A = O. In this case v 1 = 0 and v 3 = 1, the ray 
travels parallel to and in the same direction as the 
beam. The ray is not deflected by the beam. Since 
the beam is itself composed of such rays, the ray is 
in equilibrium and will neither focus itself nor re
tard its own propagation. This conclusion holds for 
the elliptical and rectangular cross sections as well. 
Thus we answer the question raised in the Introduc
tion. The exact solution we have produced is in agree
ment with the approximate solution of Tolman, Ehren
fest, and Podolsky. 

With the occurrence of the lobe-shaped loops of case 
(iv), one may ask if it is possible to have a complete 
loop; that is, a closed null trajectory in the r-z plane. 
Table I gives a locus of maximum radii positions 
(maximum r,z) for trajectories which start at (r,z) = 
(0,0) for several different beams. As can be seen 
from Table I and from Fig. 1, for a given beam the 
range of values of z at the maximum radius positions 
has a maximum. For our cases, mR2 = 2.2 and 2.5, 
this value is at r max == 1. 05R, and for the remaining 
three choices this value is at r max = 1. 06R. In par
ticular, at mR2 = 2.57 the maximum value of z is 
zero. Since the trajectory is mirrored about the 
maximum r position, this trajectory will come back 
to the axis at (r, z) == (0, 0); a closed loop will result. 
Closed loops can occur for mR 2 > 2.57 since the 
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- .0600 + .0415 
- .0013 + .1132 
+ .0036 + .1201 
+ .0069 + .1244 

+ .0087 + .1280 
+ .0091 + .1300 
+ .0090 + .1296 
+ .0075 + .1286 

+ .0046 + .1272 
+ .0014 + .1243 
- .0293 + .0955 

TABLE II. Considering the set of null trajectories in the r-z plane 
which start from (r, z) = (0,0), the times and radial coordinates at 
which these trajectories reinter sect z = 0 are tabulated. For mR2 = 
3.5, an observer at (r,z) = (1. 8R, 0), say, will see the effect of 
radiation scattered from (r, z) = (0,0) before an observer who is 
situated at (r, z) = (0. 9R, 0) will, even though the second observer 
is between the source and the first observer. 

r/R 
T 

mR2 = 1. 5 mR2 = 2.5 mR2 = 3.5 

0.30 ........... 0.298 0.285 0.281 
0.40 ........... 0.384 0.373 0.366 
0.50 ........... 0.469 0.451 0.430 
0.60 ........... 0.545 0.515 0.483 

0.70 ........... 0.615 0.567 0.518 
0.80 ........... 0.680 0.604 0.537 
0.90 ........... 0.730 0.629 0.541 
1. 00 ........... 0.769 0.640 0.530 

1.10 ........... 0.799 0.642 0.517 
1. 20 ........... 0.827 0.645 0.510 
1.30 ........... 0.850 0.650 0.507 
1. 40 ........... 0.875 0.657 0.508 

1.50 ........... 0.899 0.666 0.511 
1.60 ........... 0.923 0.677 0.516 
1. 70 ........... 0.947 0.688 0.522 
1.80 ........... 0.972 0.701 0.529 

1. 90 ...•....... 0.997 0.714 0.537 
2.00 ........... 1.021 0.728 0.545 
2.10 ........... 1.044 0.742 0.554 
2.20 ........... 1. 069 0.756 0.563 

2.30 ........... 1.095 0.770 0.573 
2.40 ........... 1.120 0.785 0.583 
2.50 ....•...... 1.145 0.800 0.593 

locus of the positions goes to positive z. For a given 
mR 2 we will call r the radius at which z, at maximum 
r, takes its maximum value. Then for mR2 > 2.57, 
there exists two radii r 1 and r 2' with r 1 < rand r < r 2 
such that closed loops occur; that is, an infinitely re
peatable figure eight trajectory in the r-z plane cen
tered on (r, z) = (0,0). For maximum r such that 
r 1 < r max < r 2' the trajectories will intersect them
selves before coming back to r == O. In these cases, 
succeeding loops will occur at greater z and the tra
jectory will progress in the direction of the beam. 

Other effects are connected with the region centered 
about r. Consider Table II in which we tabulate the 
times of signal reception at (r, z) = (r, 0) for rays 
which started at (0,0). There is a plateau in recep
tion time for mR2 < 2.57 and an actual dip in recep
tion time for mR2 > 2.57. Two observers,Ol and 02' 
situated at (r 1,0) and (r 2,0), respectively, with r 2 > 
r 1 can observe a burst of scattered light which ori- . 
ginates at some inner radius (r,O). It is possible that 
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02 will receive information of this burst before 01 
does, even though 01 is between 02 and the source. 
The drastic curvatures of the looping null rays ac
count for this effect. 

Particle trajectories in the r-z plane 

In the case of particle trajectories, the quantity B in 
Eqs. (69) to (73) is now equal to one. Since we do not 
have an affine parameter to scale, the constant D is 
free. With an extra degree of freedom, which amounts 
to picking a speed for our test particle, we can ensure 
a figure eight loop for a trajectory which starts on 
the axis for all values of mR 2 and aU values of the 
constant A. In addition, all observers can now throw 
a projectile which they can catch without moving; 
that is, looping is possible for all radii and not just 
for those centered about the r of the previous section. 
All other possible trajectories can be obtained by an 
FlPpropriate Lorentz transformation. This includes 
trajectories which have cusps at their maximum radii 
alternating about the beam and progressing in the 
direction of the beam's flux; that is, the case of an 
object dropped into the beam from rest. 

TRAJECTORIES WITH ROTATION (h oF 0) 

Helical null trajectories 

In the Schwarz schild solution for a spherically sym
metric source, there exists a region near the Sch
warzschild radius at which null orbital trajectories 
are possible. The question may be asked as to 
whether similar null orbitals are possible for the 
light beam. At the moment we shall restrict our con
cern to circular orbits and those which spiral around 
the beam in a helix of constant radius. We previously 
derived the geodesic equations (69)-(73). At the mo
ment we will use Eqs. (69) and (70) and the differentiat
ed forms of Eqs. (71) and (72), viz., Eqs. (58) and (60): 

v O =A, 

h v 2 =-, 
r2 

dv 3 _ _ A2 df 1 
ds - dr v , 

Since, for trajectories of constant radius, vI = 0, 
Eq. (60) becomes 

h2 _A2 df. 
r3 - 2 dr' 

Similarly Eq. (58') yields 

or 

dv 3 
dS= 0 

v 3 = Q, 

a constant. The condition that v I be null requires 
that viv i = 0; hence 

o =fA2 -h2/r 2 + 2QA. 
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By virtue of Eq. (78) this equation becomes 

Equation (80) has two solutions. The first, A = 0, 
requires that h = 0 and describes a forward directed 
light ray which does not orbit [see Eqs. (74)-(77) and 
case (v) of that section]. The second solution is 

Q=-}A(.r-}r1r). 

Closed circular orbits can exist only for Q = O. 
Since we have assumed that A "" 0, the vanishing of Q 
implies the following condition on f: 

1 df 
f = 2"r dr' 

As a specific example we consider the interior and 
exterior solutions for a beam of constant m. 

(80) 

(81) 

(82) 

INTERIOR: r < R. The interior solution is specified by 

df = 2m1/21 (2m1l2r) dr I , 

which yields, as the form of Eq. (81), 

Q = - ~A[Io(2m 1I2r) - m I/2rII (2mI/2r)). 

For the closed circular orbits, Eq. (82) requires 

This condition can be satisfied for the r', where 

m (r')2 = 1.669. 

For r such that mr2 < 1.669, Q < 0 and the orbit 
spirals toward the rear; on the other hand for my2 > 
1. 669, Q > 0 and the orbit spirals forward. 

EXTERIOR: r > R. We recall that the exterior solu
tion is given by 

(46) 

(83) 

(84) 

(85) 

(86) 

f(r) = Io(2m I/2R) + 2mI/2RII(2mI/2R) log(r/R), (47) 

df = 2mI/2R I (2m1/2R) (87) 
dr r I , 

so that Q has the form 

Q = - ~A[W + 2mI/2Rll(2mI/2R) log(r/R)], 

where 

W = I o(2m 1/2R) - m1/2RII(2mI/2R). 

Now the log(r/R) for r > R is always positive. The 
quantity W in Eq. (88) is the same as the quantity 
previously discussed in the interior case, Eq. (84). 
Hence if mR2 = 1. 669, then Q = 0 for r = R and a 
circular orbit exists at the beam's radius R. If 
mR 2 < 1.669, then the quantity W is positive, Q is 
negative for all r > R, and all orbits spiral to the 
rear. If mR2 > 1. 669, the quantity W is negative and 
there exists an r* such that if r = r*, Q = 0 and a 
circular orbit exists at r = r *; if r < r *, Q > 0 and 

(88) 
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the orbit spirals forward; or if r > r *, Q < 0 and the 
orbit spirals to the rear. 

The results may be summarized: 

(1) mR2 < 1. 669. 
Q < 0 for all r. 
The helical orbits all spiral to the rear. 
No closed circular orbits exist. 

(2) mR2 = 1. 669. 
Circular orbits exist at r = R only. 
For r "" R, Q < 0 and the orbits spiral to the 
rear. 

(3) mR2 > 1. 669. 
There exist two radii at which circular orbits 
are possible. 
The first is r' < R, such that m (r')2 = 1. 669. 
The second is r* > R, given by Q = 0 in Eq. (88). 
For r < r', Q < 0 and the orbits spiral to the 
rear. 
For r' < r < r*, Q> 0 and the orbits spiral 
forward. 
For r * < r, Q < 0 and the orbits spiral to the 
rear. 

Note that for all values of mR 2 there are helical 
orbits spiraling backward. For mR2 > 1. 669 there is 
a region situated about r = R where helical orbits 
spiraling forward exists. 

These results are consistent with special relativity. 
Were forward spiraling helices to exist regardless 
of the density of the beam, there would exist a new 
Minkowski frame moving with respect to the initial 
frame in the direction of propagation of the beam in 
which the energy density of the beam is even less 
than it was in the initial frame. Furthermore, by pick
ing the new Minkowski frame properly, the orbit would 
close up to become a circle. Thus we would obtain 
the absurd result that it is possible for light to orbit 
around a beam of light produced by two flashlight 
batteries. 

Particle orbits 

We shall consider circular timelike orbits. For a 
circular orbit d2r /ds 2 = 0; hence, Eq. (64) becomes 

_ !A2 df + h 2 
= O. (89) 

2 dr r3 

The quantities vI and v 3 are also zero. Combining 
Eq. (89) with Eqs. (71) and (72) and the line element 
condition (73) (with B = 1), we obtain 

The quantity h 2 becomes infinite at r', given by 

(90) 

(91) 

(92) 

which is the condition previously derived for circular 
null geodesics, Eq. (82). If there exists both an r'l 
and an r ' 2, r'2 > rill such that Eq. (92) is satisfied, 
then h 2 is negative for all r such that r I 1 < r < r' 2' 
In this region no circular orbits will exist. 
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Stability of circular orbits 

Differentiation of h 2 with respect to r leads to 

~~2 = [_ 4ry'(2f - r rrrJ [(rr) 2 -} f rr - 2mj2 J. 
Outside the beam, dh 2/dr changes sign at i, where 

(93) 

f(i) = i~f). (94) 

We note here for later reference that inside the beam, 
one may show that dh 2/dr is always positive. 

In order to calculate the stability of a circular orbit 
or radius r, we will go to a neighboring orbit, at a 
radius r + l:;.r, which has the same h and which also 
has dz/ds and dr Ids initially zero. By calculating 
whether the initial acceleration d 2l:;.r /ds 2 is toward 
or away from the original circular orbit, we deter
mine its stability. From Eqs. (72) and (71) 

(
dr) 2 h2 h 2 
- =A2f +--A2f--, 
ds I r2 r2 

I 

dz 
ds = AfI -Af, 

where "I" indicates initial values for a given orbit. 
By the line element (73) 

A
2 _ 1 + h 2 /r'f . 

- fI ' 

this is more general than Eq. (91) which holds 
for circular orbits only. In going from the circular 
orbit at r to the new orbit at r + l:;.r, A 2 changes 
from its value in the circular orbit A~, since r I and 
fI change 

A2 = A~ + l:;.A2, 

where 
A~ dfI 2h 2 

l:;.A =---l:;.r ---l:;.r, 
fI dr fIr} 

or using the circular orbit values for Ao and h, Eqs. 
(90) and (91), 

l:;.A = - 4 ~(2f -r rr)] -1 rr l:;.r. 

Equation (64), d2r /ds 2 suffers a change 

d2l:;.r t:;.A2 df A2 d 2f 3h2 
--=-------l:;.r--l:;.r 
ds 2 2 dr 2 dr 2 r 4 

or 

(95) 

(96) 

(97) 

(98) 

d2l:;.y = 2 [f (2f _ r df )] -1 r,(df ) 2 _ L df _ 2mj21 l:;.r. 
ds 2 dr L dr r dr :J 

But dh 2/dr, as given by Eq. (93), implies 

d 2l:;.r = ff2f _ r df\ /2r2fJ dh
2 

l:;.r. 
~2 ~ ~ b 

(99) 

Therefore, wherever circular orbits exist, the orbits 
are stable for dh 2/dr > 0 and unstable for dh 2/dr < O. 

We plot the three possible cases of h 2 versus Y, where 
R is the beam's radius. 
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(i) The quantity I(dl/dr) < I for all r and Graph A of 
Fig.5 applies. With h 2 and dh 2 /dr always positive, 
circular orbits are possible at all r, and all such 
orbits are stable. Light will not be able to occupy a 
circular orbit in this case. If m(r) were a constant, 
this case would be described by 

mR2 < 0.645. 

(ii) If there exists a region such that r(dl/ dr) > I, but 
r(dl/dr) < 21 for all r, we get Graph B as seen in 
Fig. 5. Circular orbits are possible for all r. But 
for r between R and the value of r whenl = r(dl/dr), 
dh 2 /dr < 0 and the circular orbits are unstable. If 
m(r) were constant, this case would be described by 

0.645 < mR2 < 1.669. 

(iii) If there exists a region where r(dl/dr) > 2/, we 
obtain Graph C as seen in Fig. 5. The region bound
ing R where r(dl/dr) is greater than 21 has h2 nega
tive and, hence, has no circular orbits. This region 
is bounded by two radii where null orbits are pos
sible. Outside of the beam the null orbital is encom
passed by a region where dh 2/dr < 0 and the orbits 
are unstable. All other circular orbits are stable. If 
m(r) were a constant, this case would be described by 

mR2> 1. 669. 

Noncircular orbits, which start outside of the beam 
and enter into the region of instability, spiral down 
until they reach the inner region of stability. Here 
they reach their minimum radii and then spiral out 
once again. In this case there are two orbits inside 
of the beam which have the same minimum radius 
and the same angular velocity. One is unstable and 
will spiral out; the other is stable and remains com
paratively close to its minimum radius. The feature 
distinguishing the two is the z velocity associated 
with the orbit. If both started with v 3 = 0 at their 
maximum radius, the unstable orbit will attain the 
larger velocity parallel to the z axis as compared 
to that attained by the stable orbit. 

One may naturally ask as to the practical nature of 
a gravitational field due to a beam of light. The 
energy density p is scaled in the field equations in 
the form mR2, Le., 10-48 pR2 (CGS) with R being the 
radius of the beam. The field of the beam would be 
measurable if this scaling factor were on the order 
of unity. The factor of 10-48 is, however, a formid
able one to overcome. For example, if we could con
struct a laser, of cross section 1 cm2 , whose output 
equaled the solar constant, Le., 4 x 1033 ergs/sec, 
we would need enough such lasers so as to fill out a 
beam of fifty million kilometers diameter. This, un
fortunately, is not practical. Astronomically we may 
do a bit better if we assume that a beam of light 
could have the same energy flux and size as that of 
the plasma jet associated with M87. The total energy 
in particles and field for the jetl 0 is about 2 x 1055 

ergs and assuming that the jet propagated from M87 
at its velocity of turbulence, 1500 km/sec, we get an 
energy output of 1042 ergs/sec. Ascribing this out
put to a beam of light, our scaling factor would still 
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B 

FIG. 5. The square of the angular momentum per unit mass h2 for a 
circular orbit situated at radius r. Graph A: mR2 = 0.25. Graph B: 
mR2 = 1. O. Graph C: mR2 = 4. O. Stable timelike orbits are allowed 
for dh 2 /dr positive. For dh 2 /dr negative, the orbits are unstable. In 
Graph C we have two radii at which null orbits are possible. Be
tween these two positions no circular orbits can occur. 

be on the order of 10-16 • Although one may not de
rive any comfort from such magnitudes, or lack of 
them, the solution and its simplicity in terms of 
special relativity is rather satisfying. 

A subsequent paper will treat first order perturba
tions of the beam and neighboring solutions. 
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The Clebsch-Gordan coefficients of SU(3) and the 
orthogonalization problem 

S. Datta Majumdar and Biplab Kumar Basu 

Department of Physics, Indian Institute of Technology, Kharagpur, India 
(Received 14 July 1971; revised manuscript received 18 February 1972) 

The Clebsch-Gordan coefficients of the group SU(3) are determined by integrating the product of 
three matrix elements of finite transformations belonging to three irreducible representations of the 
group. Compact expressions involving a single or a double sum over products of 3-j and 6-j symbols 
of SU(2) are obtained for several different classes of coefficients by suitably restricting the initial 
states but keeping the final states of the matrix elements arbitrary. To orthogonalize the CG 
coefficients, a linear combination of several integrals with the same final but different initial states is 
taken. The coefficients of the linear combination are determined by the Schmidt procedure and are 
found to be expressible in terms of integrals of the same type. 

1. INTRODUCTION 

If the representations of finite transformations of a 
compact Lie group are known, the Clebsch-Gordan 
coefficients (CGC) can be obtained from the relation 1 

by integrating the product of three matrix elements 
(m.e.) of finite transformations belonging to three 
irreducible representations (IR's) of the group. Here, 
P1,P2'P characterize the IR's,:n is the dimensionality 
of p, and ;\1~2~' 11111211 denote the initial and the final 
states of the m.e. Although relation (1) is given in stan
dard text books, it does not appear to have been used 
for the actual calculation of the CGC. However, the use 
of this relation not only gives simple and convenient 
formulas for the CGC but also leads to a satisfactory 
solution of the orthogonalization problem in the case 
when a particular IR appears more than once in the 
reduction of a direct product. 

For finding the exact form of the representation ma
trices we need a set of parameters for the group. In 
the case of the group S[I(3), with which alone we are 
concerned here, a set of parameters was obtained by 
Nelson2 by writing a general element S in the form 

(
10 0) 

y=t010. 
00-2 

These parameters are directly related to but are more 
convenient than those given a long time ago by Mur
naghan,3 and form the basis of the present investigations. 
Since the basic states of an IR of SU(3) are simultaneous 
eigenstates of T2, T3 , Y with the eigenvalues,4 j(j + 1), 
m, 26 - t(p - q), respectively, the m.e. of S must have 
the form 

(jJ.l61 S Ij'J.l'6') = )~ e-i8~t m(- CY 3 , - CY 2 ' - y) 
j.m 
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(3) 

where K = (lio ), and !DJm' , m(CY' (3, y) = e-im'aDj, ((3) e- imy 
2. m m 

are rotation matrices. The m.e. of K, the only unfamiliar 
quantities occurring in this expression, can be deter
mined by applying the transformation K to a basic state 
and expanding the result in a series of basic states. The 
expansion coeffiCients, which are identical with the m.e., 
are found to take the form 5 

(Jm6IKljm6) = (-)20(2) + 1)1/2(2j + 1)1/2 

X if) ~ (p - 2~) Hq + 6 + m ll' (4) 

{j ~(p - 26) ~p 

where the quantity within the double braces is a 6-j 
symbol of SU(2). The m.e. of K and of exp(- illN) have 
nonzero values only when 

2m = - p + q + 36 + m, 

26 = P - q - 6 + m, 

6- m = 6'- m'. 

Combining Eqs. (3) and (4), we get the general form of 
the m.e. of finite transformations in an arbitrary IR of 
the group. Substituting this in Eq. (1) and performing 

(5) 

the integrations, we get the value of the" scalar product" 
of the CGC on the rhs of the equation. In the nonde
generate case, the CGC (~1~2~) carrying the labels of 

I 2 
the final states is given by the ratio I(1I1~1' 112~2' II~)I 
I(~l~l' ~2~2' ~~)1/2. But, if degeneracy is present, then 
the integrals, as such, give us only a set of nonortho
gonal CGC. To orthogonalize them, we have to form 
suitable linear combinations of integrals with the same 
final but different initial states. If orthogonalization is 
carried out by the Schmidt process, then the coefficients 
of the linear combinations also involve integrals of the 
same type. Thus, the problem of calculating the CGC of 
a compact group reduces to the evaluation of certain 
integrals. In the present paper we evaluate these inte
grals for the group SU(3), keeping the final states ar
bitrary but choosing initial states for which the results 
assume particularly simple forms. The orthogonaliza
tion problem is discussed in Sec. 4 of the paper. 

First, we choose initial states for which j~ = j~ = j' = O. 
This choice leads to a very simple formula for the CGC 
if Nelson's form of the special m.e. (jJ.l61 S I 000) is used 
in the calculation. However, the simplicity is gained at 
the cost of generality. Since Plql'P2q2,Pq are connected 
by the relation 
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the simultaneous vanishing of the three Ii's implies that 
P and q can take only the values P = PI + P2 - A, q = 
q 1 + q 2 - A. Coefficients of this kind will be called 
" semistretched" CGC for all admissible values of A. 

Next, we choose initial states for which j' = li 1, jz = liz, 
j' = Ii', and use the compact form of the m.e. of 
exp(- i1lN) given in Sec. 3 of II. No loss of generality is 
incurred by this choice if the j's are kept otherwise 
arbitrary. If, however, they are given the special values 
jl = p/2, jz = p/2, j' = p/2, then the 3F 2 series in the 
expressions for the m.e. reduce to unity giving again 
a simple formula for the CGC. As in the previous case, 
the choice of the initial states puts a restriction on the 
p, q values of the product representation. From Eq. (6) 
it follows that P and q can now take only the values 
P = PI + P2 - 2r, q = qI + q2 + r. The domain of per
missible values of P and q can be extended considerably 
by using the symmetry properties of the CGC and by 
taking jl = t(PI - n I ), jiz = t(p 2 - n2), j' = tp, where 
n 1 , n 2 are integers. 

We see that convenient expressions for the CGC (or, 
rather, the integrals) can be obtained by suitably re
stricting the initial states and using special forms of 
the m.e. of finite transformations. However, for obtain
ing CGC of all kinds and for carrying out the ortho
gonalization program, we may also require the general 
expression with no restriction imposed on the initial 
and final states. The expression is easily derived by 
the procedure outlined in I. 

In course of these investigations6 it has been frequently 
necessary to transform a Saalschiitzian 4F 3 (1) series 
into a 6 -j symbol. This question is discussed in Appen
dix A and the conditions under which such a transfor
mation is possible are clearly formulated. Another 
result, which has also been used, is the expansion of 

1249 

(CSCV)A2Dt,~(- 211) in a series of D'f,.',m(- 211) (for 
Jl' + J1 = m' + m). This expansion is worked out in 
Appendix B. It is found to take an elegant form with 
6-j symbols occurring as coefficients of D'f,.',m(- 211). 

2. THE 'SEMISTRETCHED' CG COEFFICIENTS 

We now evaluate the integral in the" semistretched" 
case using Nelson's2 form of the m.e. (jmli I exp(- i1lN) 
1000). For j 1 = j z = j' = 0 the integral contains only 
the five variables, J3, Q/3' Q/2' y, and v. As in I, integration 
over the first four variables yields a product of two 
CGC of SU(2). But, the integral over 11 now takes the 
form 

This integral can be evaluated by expanding the function 
inSide the square brackets in (7) in a series of the form 

using the relation 

= fjl h j t. fjI h j} (9) 
tmI m 2 m) tml miz nt' 

The expansion coefficients are given by Eq. (B7) of 
Appendix B. In the present case they reduce to 

t(p 2 - li2 - j + jI)}t 

t (q 2 + li2 - j + j 1) f . (10) 

Using this expression for G J and integrating the series of triple products of D functions term by term, we have 

J 

{{
t(q2 + li2 +j-jl) J t(P2 -li2 -j +jI)n 

Hp2 - li2 + j - jl) j2 t(q2 + li2 - j + jI) JJ 

X {t(PI + qI + 1) 
t(ql - PI + 1) + jl + iiI t(q2-P2) +j-jl + li2 

t(p+q+1) l 
t(q - P + 1) + j + Ii j 

J 

{
HPI + qI + 1) 

x t (q 1 - PI - 1) - j 1 + Ii 1 t(q2 -P2)-j +jl + li2 

t(p+q+1) } 

t(q - P - 1) - j + Ii . 
(11) 

The expression gives only CGC of a particular class 
for which P = PI + P2 - A, q = qI + q2 - A. 

3. CG COEFFICIENTS OF OTHER KINDS 

Although after the evaluation of the integral (1) for ar
bitrary initial and final states the problem of calculat
ing the CGC6-I3 of SU(3) may be regarded as solved, 
the inherent complexity of the resulting expression 
makes any such calculation interminably long and cum
bersome. To obtain simpler expressions, we keep the 
final states of the m.e. arbitrary but choose initial states 
for which jl = Ii{, jiz = liiz, j' = Ii' = p/2. This can be 
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done without any loss of generality if no other restric
tion is imposed on jl and jz· For jl = li l , jz = liz, j' = 
Ii', three of the 6-j symbols representing the m.e. of K 
become" stretched" reducing the number of implicit 
summations in the expression by 3. If, further, Ii' is 
taken to be equal to p/2, then all the summations dis
appear from the m.e. of e- ivN with the state Itp m' tp) 
on the rhs. This becomes evident when one writes the 
m.e. in the form 

(jm1lle- iVN Ij'm'1l') = ~(_)6'-6(2j + 1)[(2j + 1)(2j' + 1))1/2 
j 
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x {{I ~(p - 20) ~(q + 0 + m)}l 
j Hq + 0 - m) ~p > 

x DL _,(_ 2v) >{ J Hp - 20') ~(q + 0' + m')}l 
m.m 1 j' ~(q + 0' - m') ~p > 

with 

2m = - P + q + 30 + m, 2m' = - P + q + 30' + m'. (12) 

(jmo le-iUNI~m'~) 
2 2 
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For ~/j' = p/2 one of the j's in the 6-j symbol on the rhs 
of Din. m'(- 2v) vanishes, giving the relations 

J = ~(q + p/2 + m') = ~(q + P - 0 + m) = 11'[' 

and 

As a consequence, both the 6-j symbols in (12) become 
"stretched" and the summation over J disappears. The 
m.e., thus, takes the simple form 

= (_) PI2-0(q + 0 + m)!(p - 20)!(j + oj! (j - m)!(p + q + l)!q!(p - 0 + m)!(2j + 1) \112 

(p + q - 0 + m)! (0 - m)! (p - j - o)! (p + j - 0 + I)! (q - j + o)! (q + j + 0 + I)! (j - o)! (j + m)!) 

The same result is obtained from Eq. (22) of II if the 
powers of sinv and cosv are replaced by the functions 

Djm(- 2v) with appropriate values of},m. Using these 
results, we can obtain an expression for the isoscalar 
factor (ISF) containing only four explicit and five impli
cit summations. However, the difficulties of handling 
the multiple sums perSist, and we have to content our
selves with the discussion of special cases only. 

From the foregoing analysis it is clear that the ISF will 
take the simplest form when j{ = 01 = p/2, j2 = O2 = 
P2/2, j' = 0' = p/2. Since the m.e. of exp(- ivN) with 
the state I~p m' ~p) on th!;! rhs has been shown to be a 
multiple of the function D! _(- 2v), the ISF is obtained by 
evaluating the integral J m 

---------------------------------------~ 

(13) 

JD-J~lm (- 2v)DJ~2m (- 2v)DJ~ m(- 2v) sin2 v sin2vd2v. 
1 1 2 2 

The integral is seen to have the value 

when the extra factor sin 2 v in the volume element is ab
sorbed in the D functions and use is made of the rela-
tion (9). Multiplying this by the CGC of SU(2) arising from 
integration over the other variables, we have 

xi . (jl + 01)!(~1 + ql + 1)!ql!(2j~ + 1)(j2 + 02).!(P2 + q2 + 1).!q2!(2j2 + l)(j.+ o)!(p + q + .1)!q!(2j + 1) 

,(PI - h - 01)!(Pl +h - 01 + l)!(ql - 11 + 01)!(ql +)1 + 01 + l)!(Jl - 01)!(P2 - 12 - 02)!(P2 + 12 - O2 + 1)!(j2 - 02)! 

1 )1/2 
X (q2 - j2 + 02 )! (q2 + j2 + O2 + I)! (p - j - O)! (p + j - 0 + 1) 1 (q - j + o)! (q + j + 0 + 1)! (j - o)! 

x .B (jl- m l)!(PI- 0l +m 1)!(j2- m 2)!(P2 -o2 +m 2)!(j-m)!(p-o +m)!)1
/
2 

m
1
,m

2 
(OI-ml)!(jl +m1)!(02-m2)1(j2 +m 2)!(0-m)!(j +m)! 

x (q+o+m)!_{jl h j }}~Pl ~P2 ~P} 
(p + q - 0 + m + 2)1 m 1 m 2 m tmi m 2 m' • 

This expression possesses the desired features, but 
gives only a class of ISF for which P = PI - q2 - 2r, q = ql - P2 + r. 

(14) 

P=Pl +P2 -2r, q=ql +q2+ r . 

The restriction on the values of p, q arises from Eq. (6) 
which, in the present case, takes the form 

The ISF for this case can be obtained without a fresh 
calculation by making certain simple changes in the 
expression (14). This is a consequence of the symmetry 

The set of admissible values of P , q can be enlarged by 
taking one or more of the initial o's to be equal to -q/2. 
Thus, for 01 = p/2, O2 = - q2/2, 0' = p/2, the possible 
values of p, q are 
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Pq () qp* ( ) 
Djll o,FIl '0' a = Dj-/J-o,j'-Il'-O' a , 

which permits us to write the integral for (14) in the 
alternative form 

J DPq 1 1 (a)DPlql* 1 1 (a) 
jIlO;2:P Il' "2.P hlllOl,"2.PllJ'l2:PI 
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From this the integral for the ISF in the second case can 
be obtained by making the interchanges PI ~ P, ql ~ q, 
Il ~ Ill' 6 ~ 61 , Il' ~ 1l'1,P2 ~ q2' and changing the sign 
of Il 2621l'2' Besides these, there are four other cases 
in which the ISF simplifies and takes a form similar to 
(14). The values of 61,62,6' in these cases and the 
corresponding values of P, q are tabulated below. 

261 262 215' P q 

- ql -q2 -q Pl + P2 + r ql+q2- 2r 

- ql P2 -q Pl -q2+ r q1 - P2 - 2r 

- ql P2 P P2-ql-2r q2-Pl +r 

PI -q2 -q P2- q l+ r q2 - PI - 2r 

As already indicated, the integral on the lhs of (1) can be 
looked upon as an unnormalized CGC carrying the labels 
of the final (or, the initial) states of the m.e. The nor
malization factor for the CGC carrying the labels of the 
final states is 

In the case of the expression (14) the normalization fac
tor is obtained by setting jl = 6 1 = p/2, j2 = 6 2 = 
P2/2,j=6=p/2, m l =m 1, m 2 =m2, m=m'. The 
expression then reduces to 

(q + l)(p + q + 2) 
I(A1A1,A2A2,H) = ------

(p + 1) 

x~ 1 
m (q + tp + m + l)(q + tp + m + 2) 

This is clearly seen to have the value 1. We can, there
fore, replace the sum on the lhs of (14) by the single term 

(
P1q l P2q2 pq). 

j1 6 1 h02 j6 

4. THE ORTHOGONALIZATION PROBLEM 

According to our previous analysis an orthogonallzed 
CGC, 14.15 the fth member of a degenerate set, can be 
written as 

(15) 

with suitable values of A ~jk , the number of the set (ijk) 
of the initial states in the sum being equal to the mul
tiplicity of p. Multiplying this by another member of 
the set and using the orthogonality conditions, we have 

Orthogonality of the CGC carrying the labels of the final 
states on the lhs of (16) is, thus, seen to imply the or
thogonality of the CGC on the rhs looked upon as vectors 
in the "y-space." Since the scalar products of these 
vectors are given by the integrals on the lhs of (1), one 
can apply Schmidt's method and express the coefficients 
A~jk in terms of integrals of the same type. However, 
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a good deal of arbitrariness remains in the choice of 
the coefficients. This arbitrariness is inherent in the 
problem and cannot be removed. 

As an illustration of the orthogonalization scheme we 
consider CGC of the type (~lql ~1 ~q). In this case all 

1 2 

the product representations are nondegenerate with the 
exception of the one with P = PI' q = q l' As this repre
sentation is double degenerate, the orthogonalization 
program can be carried out with two integrals of the 
type 

II = 1(111°, 1120' 110), 12 = 1(1I1A1' 1120, IIA 1) 

withAl = ItPlll~tp1)' 

Writing the orthogonalized CGC as 

and using Schmidt's method, we have 

When the integrals are evaluated and combined as in 
(17), the coefficients CY J are found to take the values 

(17) 

CY~ = 0, 

X (2ql - P1)(P1 + q1 + 1), 

CY~ = (4(q1 + 2)(p~ + q~ - P1q 1 + PI + ql))1 / 2. 

3Plq 1 (PI + 2) 

The CGC obtained in this way agree with those given by 
Kuriyan et al. after an orthogonal transformation in the 
"y-space." 

In conclusion, we wish to emphasize once again that the 
methods, in their broad outline, are applicable to any 
compact group. For calculating the CGC of a compact 
group we require three things: (i) a set of parameters 
for labeling the elements of the group, (it) the invariant 
volume element in the parameter space, and (iii) an 
analytic expression for the m.e. of finite transformations. 
When these three things are known, the calculation of the 
coefficients becomes an exercise in elementary algebra. 

APPENDIX A 

In this section we investigate the conditions under which 
a Saalschtitzian 4F3(1) series can be regarded as equi
valent to a 6-j symbol. The 4F3(1) series which have 
turned up in the present calculations could all be trans
formed into sel'ies with purely negative parameters. 
We, therefore, consider a SaalschUtzian series 

4F3(- a,- b,- c,- d;- u,- v,-w; 1) (AI) 

containing only negative parameters, and try to trans
form it into a 6-j symbol noting the constraints put on 
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the parameters at various stages of the process. For 
this we require an identity of the type 

2F1(- a,- b;- U;Z)2F1(1 + v - d, 1 +w - d; 1 + c - d;z) 

= 2F 1 (- u + a, - u + b; - u; z) 

X 2F1(-V+C,-w +c;l+c-d;z) (A2) 
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which holds when u :;;, a, b; c :;;, d. Equating the coefficients 
of Zd on the two sides of the identity, we get a relation 
connecting the series (AI) with another series whose 
form depends on the relative magnitudes of v,w,c,d. If 
the second series is to assume the standard form of 
the 6-j symbol, then all the factorials containing r on 
the rhs of (A2), with the exception of (u - r) I , must occur 
in the denominator. This is ensured by taking v,w '" c. 
The relation then takes the form 

c I d! (v - d) ! ~ - d) ! (u - a)! (u - b) ! (v - c)! (w - c) ! 
4F3(- a,- b,- c,- d;- u,- v,-w; 1) = --------------------

u!v!w! 

xl:) (_)T (u-r)1 
T r! (u - a - r) ! (u - b - r) ! (v - c - d + r)! (w - c - d + r)! (c - r) ! (d - r) , 

(A3) 

Comparing this with the expression for the 6-j symbol and solving the algebraic equations for the j's, we have 

4F3(- a,- b,- c,- d;- u,- v,- w; 1) 

= (_)l-u 
( 

a!b!cld!(v-d)!(w-d)! 

(b - w - 1) I (a - v-I) ! (a - w - I)! 

(u - a)! (u - b)! (v - c)! (w - c)! (u - c)! (u - d) !) 1/2 1 

(b - v - 1)! u ! v ! w! 

H i(u + v - a - c) i(a + b - v - w - 2) i(u + w - b - c) II 
x II ~(u + v - b - d) ~(v + w - C - d) ~(u + w - a - d) H (A4) 

This is one of the possible forms to which the 4 F 3 (1) 
series reduces when the above inequalities are satis
fied. This form is obtained by taking one particular solu
tion of the equations for the j' s. Nothing essentially new 
is obtained from the other solutions of the equations. 
Since Eq. (A4) is symmetrical in c and d, the restriction 
c '" d can be dropped. However, additional restrictions 
arise from the nonnegative character of the arguments 
of the factorials, and the conditions for the validity of 
the relation (A4) take the form 

u:;;,a,b>v,w",c,d (A5) 

(sin2 11)JJ '-m'-A 2F 1 (- j + Jl',j + Jl' + 1; Jl' - Jl + 1; sin2 11) 

I 
With these restrictions on the parameters the j's take 
only physical values consistent with the triangular in
equalities. 

APPENDIX B 

We shall now evaluate the coefficients in the expansion 

(Bl) 

for Jl' + Jl = m' + m, and, thus, fill a gap in the deriva
tion of the expression (11) for the" semistretched" CGC. 
For Jl' - Jl :;;, 0, m' - m :;;, 0, Eq. (Bl) can be written as 

(
(J + m')! (J - m)! (j - Jl')! (j + Jl) !)/2 (Jl' - Jl)! 

=0G (-)-JJ'+JJ+m'-m 2F1(-J+m',J+m' + l;m'-m + 1;sin2 11). 
J J (J-m')!(J+m)!(j + Jl')!(j-Jl)! (m'-m)! (B2) 

To determine G J' we express each power of sinll on the 
Ihs as a linear combination of Jacobi polynomials by 
means of the formula 

(0 + p)!(2n + 0 + (3 + l)(n + Cl' + (3)!(-p)n 
z P = l:) ----------:-:--:-----;----

n (n + 0 + (3 + P + I)! (n + 0) I 

x P,i",8(1 - 2z). (B3) 

Forn=j-m', o=m'-m, {3=m'+m,theJacobi 
polynomials reduce to multiples of the hypergeometric 
functions on the rhs of the equation. Equating coeffi
cients of the same polynomial, we then have 

(
(j + Jl')! (j - Jl)! (J + m')! (J + m)!) 1/2 

G := (_)J-m-JJ'+JJ 
J (j-Jl')!(j + Jl)!(J-m')!(J-m)! 

(2J + l)(Jl' - m - A) ! (Jl' - m' - A) ! 
x--~------~~---~ 

(Jl' - Jl)!(Jl' - A + J + l)!(Jl' - A - J)! 

X 4 F 3 (-j + Jl',j + Jl' + 1,Jl"-m -A + 1, 

Jl' - m' - A + 1; Jl' - Jl + 1, 

Jl' - A + J + 2, Jl' - A - J + 1; 1). 
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This expression is derived under the restrictions 

Jl' - Jl '" 0, (B5a) 

m' - m :;;, 0, (B5b) 

m' :;;, 0, (B5c) 

Jl' - Jl - m' + m - 2A :;;, 0, (B5d) 

the last three restrictions arising from the use of the 
expansion (B3). We shall now put it into a mare con
venient form by using the results of the preceding sec
tion. 

By a reversal of the series the expression (B4) can be 
written as 

G
J 

:= (_)J-m+j-2JJ'+JJ 

( 
(J+m')I(J+m)! )1/2 

x (j + Jl')! (j + Jl)! (j - Jl')! (j - Jl) I (J - m')! (J - m)! 

(2J + 1)(2j)! (j - m - A) I (j - m' - A)! 
x 

(J + j + 1 - A) I (j - J - A) I 
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X 4F3(J.1.1 - j, A - j - J - 1, A + J - j, J.1. - j; 

- 2j, A + m - j, A + m' - j; 1). (B6) 

The 4F 3 (1) series occurring in this expression is of the 
Saalschiitzian type and all its parameters are negative. 
To see if the conditions (A5) are also satisfied, we write 

a = J + j - A + 1, b =j- J.1., c =j - J-A, 

d = j - J.1.' , U = 2j, v = j - A - m, W = j - A - m I, 

and examine the signs of u - a, U - b, b - v, etc. Since 
the values of the summation index range from 0 to 
j - J.1.' , the highest power of sin2 11 on the lhs of (B2) is 
j - m I_A. This determines the range of the parameter 
n of the Jacobi polynomials and, hence, also the range of 
J. It is easily seen that the maximum and minimum 
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values of J are j - A and m I, respectively. If u - a is 
not to be negative for any value of J within this range 
then the minimum value A can take is ~. With A thus re
stricted, the inequalities (A5) are all satisfied and the 
4F 3 (1) series reduces to a multiple of the 6-j symbol 

{{ ~(j - J - 1 + J.1.' - m) ~(J + J.1.' + A - 1) 

~ (j + J.1. + J - m) ~ (J - J.1. - A) 

~(j + m - A) }} 
~(j-m'+A-1) 

By using Regge symmetry and Eqs. (A4) [and (B6)], the 
expansion (B1) can now be written as 16 

(CSCII)2AD J , (- 211) ="0 (_)J-m+j+ll+1 
. ( (j + J + A)! (j - J + A - 1)! (J.1.' - m I - A)! (J.1.' - m - A)! ) 1/2 

Il Il J (J + j + 1 - A)! (j - J - A)! (J.1.' - m I + A - 1)! (J.1.' - m + A - 1)! 

H~(j+m'+A-1) J ~(j-ml+A-1)}} 
x (2J + 1) I) D-;"'m(- 211). 

~~~(j-m-A) ~(J.1.'-J.1.-1)~(j+m-A) . 
(B7) 

Equation (B7) possesses certain obvious symmetries and 
remains valid even when the restrictions (B5b) and (B5c) 
are removed. To see this, we make the interchanges 
J.1.' H - J.1., m' E-> - m, everywhere in Eq. (B2). After the 
interchanges Eq. (B2) and the inequalities (B5a), (B5b), 
(B5d) continue to hold, but the inequality (B5c) gets re
placed by m ;;, O. The last condition is automatically 
fulfilled if m' - m ;;, 0 and m' ., O. Equation (B1) now 
takes the form 

(CSCII)2f...D
j 

(- 211) = '" G (-" - II' - m - m') p' p LJ J ,..... , ,.... , , 
J J 

xDm',m(- 211). 

But, since G J (- J.1.,- J.1.',- m,- m'l = GJ (J.1.', J.1.,m', m), the 
same expansion holds for both positive and negative 
values of m' provided the other conditions (B5a), (B5b), 
(B5d) are satisfied. In the same way it can be shown that 
the expansion remains valid for m' - m '" 0, if J.1.' - J.1. ;;, 0, 
and J.1.' - J.1. - m + m I - 2A ;;, O. This is a consequence of 
the symmetry GJ (J.1.I,J.1.,m,m ' ) = (_)m'-mG,T(p.',p.,m',m). 
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It is shown that a surface forming matter symmetry for collision-free general relativistic kinetic 
theory gives rise to an isometry on the space-time, Specific solutions are given, and it is shown that 
limiting the surface forming conditions to the mass subbundle does not alter the results, A possible 
method for solving more general cases is given, 

I. INTRODUCTION 
Matter symmetries in general relativistic kinetic theory! 
have been previously defined2 and the extent to which 
they induce isometries on the spacetime has been 
questioned. 2 A brief summary of the relevant concepts 
is here presented as well as further results. 

II. TANGENT BUNDLE AND KINETIC THEORY 
The tangent bundle3 TM over the space-time M is an 
eight-dimensional differentiable manifold. If {xa} is a 
system of local coordinates onM then {xa,pa} is one on 
TM, with pa the components of a tangent vector at the 
point x a of M. Only the submanifold of TM with pa 
future-directed and non-spacelike will concern us: this 
is the relativistic one-particle phase space, with x a a 
point in the space-time and pa the momentum of a par
ticle at that point; this restriction, however, alters none 
of the results as will later be seen, and we can thus 
simply work on TM. With the above coordinates on TM 
the coordinate basis for vectorfields over TM, that is, 
for operators on functions of x a and pa, is {o/ax a, a/apa}. 
This basis is awkward for calculations, for the com
ponents of vectors in TM, under transformation of co
ordinates inM,x a= xa(x b), which induces a transforma
tion of coordinates on TM given by {xa(x b), [axa(x b)/ 
ax c]p c} , do not transform as vectors over M. If, however, 
we go to the connection basis, {Va, a/apa} , where va = 
a/ax a - ribpba/apc, and write a vector field over TM as 
Q = Qava + Qa+4a/apa and now carry out the coordinate 
transformation, both Q a and Q a +4 will transform as 
vector fields over M. This can best be seen by realizing 
that with the dual connection basis {dxa,Dpa}, with Dpa = 
dpa + rbacpbdxc, since dxa(va) + Dpa(a/apa) is a scalar 
on TM, and since dxa/ds and Dpa/ds are vector fields on 
M, so will Qa and Q a+4. 

In the connection basis the Liouville operator is L = 
pava, and if the distribution function of matter isf, a 
differentiable function on TM, then the Liouville equation 
is Lf = O. The Einstein equations have on the right the 
stress energy tensor defined in terms of an integral 
over the fibre composed of all future-directed non
spacelike tangent vectors at the point x of M, 

Tab = J f(X,p)papbd*p 

with d*p the natural volume element on the fibre. The 
Einstein-Liouville equations 4 apply to collisionless 
systems with no macroscopic electromagnetic field. 

III. MATTER SYMMETRIES 

(1) 

Roughly, a matter symmetry will exist if there exists a 
vector field over TM that leaves f unchanged. This 
vector field will connect the points in the phase space 
where the distribution of matter is the same. Formally, 
a matter symmetry from (x,F) to (X,F') exists if an 
observer at x with a local Lorentz frame F measures f 
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on the fibre above x and another observer at x' with a 
local Lorentz frame F' measures f' on the fibre at x' 
to be the same as f. A one-parameter group of matter 
symmetries exists if we can define a matter symmetry 
from any point to any other point along a curve in M. 
Letting cpa be the tangent to this curve and allowing that 
the momenta must change as under a Lorentz trans
formation, in going from x a to x a + dx a we must have, to 
first order in E, pia =pa + EAabPb withp ' 2 =p2. Thus 

p2 =p2 + E[gab,cCPc + 2A ab]papb, 

so that g ab,cCPc + 2A(ab) = O. We must pick the trans
formation properties of Aab correctly so that the above 
equation be coordinate independent. To do so, we define 

so that the above equation will now give us Ai.ab) = O. 
We may require A~b to transform as a cotensor onM, 
for if we compute the change if f under the action of the 
matter symmetry, with ds = E, 

0= df = jLcpa + ~Aa pb = cpa~ 
ds ax a apa b axa 

+ af [Na pb _ ra pbcpC] = cpav f + A'a pb af • 
apa b bc a b apa 

We have seen that this equation is coordinate indepen
dent if cpa and A'abpb transform as vector fields over 
M, so that A~b should transform as a cotensor. The 
equation for a one-parameter group of matter sym
metries may then be written, dropping primes, as Wf = 
0, or equivalently, £wf = 0, the Lie derivative £, with 

and 

a W=cpav +Aapb-
a b apa' 

(2a) 

(2b) 

A one-parameter group of matter symmetries will 
simply be called a matter symmetry. Various proper
ties of matter symmetries can be shown: 
(A) They carry fibres into fibres linearly and iso
metrically: linearly because cpa is independent of p and 
Aabpb is linear inp and isometrically because they 
leave p2 unchanged. 
(B) If W is a matter symmetry, then so is ltt(x)W. 

(e) If Aab = 0, called a horizontal matter symmetry (the 
connection r b

a
c uniquely splits any vectorfield over TM 

into horizontal and vertical coordinate independent pro
jections 5 the momenta are parallely propagated along 
cp a. This holds for any horizontal vector field over TM. 
For notice that a displacement along W can be expressed 
as 
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or as 

(3) 

If Aab == 0 we must have Dpa/ds == 0, that is,pa;bcpb == O. 

(D) If A ab == CPa;b' so that W is called the natural lift of 
the Killing vector field cpa, denoted by (NAT LIFT cp), the 
momenta are Lie transported along cpa. For 

dpa D'P a 
_ == ___ ra pbme = rna. pb _ ra pbmC 
ds ds be -r -r ,b be 'I' 

from (3). This immediately gives .B",pa == O. This is 
what we expect an isometry to do. (NAT LIFT cp) f == 0 
thus imposes a limitation onf that could reflect the 
isometry on the space-time. See below. 

(E) There are conditions imposed on the stress energy 
tensor derived from a distribution function subject to a 
matter symmetry. Indeed, from (1), integrating by parts 
and assuming a proper behavior for f at <X) on any fibre, 
it can be shown6 that 

From this, Lf == 0 can be seen to imply Tab;b == 0; how
ever, we need the vanishing of Tab;b and all the higher 
moments to give us Liouville's equation. We can again 
integrate by parts and get, if cp is a Killing vector field, 

j[(NAT LIFT cp)f]papbd*p == 0, (4) 

and 

j(Wf)papbd*p ==.Bcp Tab - (Aa a - cpa;a)Tba 

- (A b a - cpb ;a)Taa • (5) 

Hence, for cp giving rise to an isometry, the second 
moment of (NAT LIFT cp) f is 0 but (NAT LIFT cp) f 
may oscillate so it does not follow that it is O. However, 
(NAT LIFT cp) is usually taken to be the matter sym
metry induced by a Killing vector field cp.7 

(F) If the stress energy tensor from (1) is that of a 
perfect fluid, we can get from (5) that Wf = 0 implies 
.BcpP == .BcpP == 0, p the pressure, and .Bcpua == (Aae - cpa;c)u c, 
for p,p, and u a either the kinematically or the dynami
cally defined quantities.S Thus, even in hydrodynamics 
there exists the question of whether a matter symmetry 
gives rise to an isometry. However, a Killing vector 
field here gives .BcpP == .B P =.B u a == 0, which is in 
hydrodynamics as much ~ "matter symmetry" as we 
ever can have. Therefore, the problem of getting a 
matter symmetry from an isometry, trivial in hydro
dynamiCS, is, in kinetic theory, not as interesting as the 
inverse problem, and we content ourselves with (4). 

(G) In classical Newtonian theory a matter symmetry 
can only be due to the Galilean group, translations, rota
tions, and velocity transformations, giving, 

dXi . 
-= cp', 
ds 

and dp = A x p + mv, 
ds 

CP(i,j) = O. 

By using the fact that V, the Newtonian potential, is a 
Poisson integral, .Bcp V can be written in terms of integrals 
of f, which integrated by parts, and using .BcpP = 0, easily 
gotten from Wf = 0, will give us the conclusion that 
.Bcp V = O. This is the isometry here. If instead of the 
Galilean group, the complete Heckman-Schiicking group 
is allowed, the situation gets extremely complicated 
since V is not then a Poisson integral. 
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(H) An example of matter symmetries is provided by 
an isotropic distribution of velocities. Specifically, one 
has a three-parameter group of matter symmetries 
with closed two dimensional orbits. The matter sym
metries are each vertical. Ehlers, Geren, and Sachs9 

showed that it necessarily follows, for nonstationary 
space-times and nonzero rest mass particles, thatM 
must be a Robertson-Walker space-time. 

IV. ONE-PARAMETER GROUP OF MATTER 
SYMMETRIES 

Consider the space spanned by Wand L at each point of 
TM. It is a two-dimensional subspace of TTM. Call 
D = D(x,P) the distribution which assigns such a space 
to each (x,P) in TM. Now form the sequence of brackets 

[W, L], [W, [W, L]], [L, [W, L ]], [W, [W, [W, L ]]], '" 

and at each step take the new space D spanned by W, L, 
and the brackets up to that step, and continue taking 
brackets until further brackets do not increase the 
dimension of D, which is at most eight dimensional 
since it is contained in TTM. This will happen in a 
finitely different number of ways, as some of the 
brackets being linearly dependent on the previous ones 
will imply that some of the following ones also are (the 
number of ways is not one as we may bracket with 
either W or L at each step). If the dimension of D does 
not vary over TM, hence a distribution, it will be involu
tive. 3 By Frobenius' theorem, D is then completely 
integrable. f will not vary on its integral submanifolds 
of dimension equal to the dimension of D. That is, we 
keep on adding equations until the system is completely 
integrable. And since D is involutive, some of the 
brackets will be linearly dependent on the others; this 
will be very useful, along with the Einstein-Liouville 
equations, in searching for a possible isometry induced 
by W. 

The solution to the problem was attempted in the follow
ing manner: Assume D of dimension n, n from 1 to 8, 
and solve each case usin€L the linear independence of 
only n of the brackets in D. The n = 1 case was very 
easy and is simply a subcase of the n = 2 case, which 
was solved. The n> 2 cases were not attempted. The 
n = 2 case corresponds to D = D, a surface, and Wand 
L are said to be surface forming. The necessary and 
sufficient condition is that [W, L] ED. As for degen
eracy, from n = 2 on any eight dimensional region of TM 
it was shown that it necessarily gives n == 2 on all TM. 
Similarly, the same results and solutions as were gotten 
on TM were also gotten on the mass subbundle. 

We have thus a possible, although difficult, method for 
solving the problem completely. We need to do some 
calculations first. 

V. COMMUTATORS 

We use the easily shown fact6 that if we know Z(tapa) for 
all one forms ta(x),Z, a vector field over TM, is com
pletely determined. We also need that for a one form 
t a (x), and a vector field 

Z = Hav
a 

+ Va _a_ 
apa' 

we have 

so that 
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Z(ta pa ) = Hapctc;a + ta va. 

Then, for any ta(x), from (2), L = pa\Ja' and the above, we 
get 

(6) 

and 
(7) 

We therefore get for the Lie bracket or commutator of 
Wand L, acting on tapa, 

[W,L](tapa) = W(ta;bpapb) - (ta;bcpb);a papa - (Aacta);apapc 

= ta;b;Cpapbcpc + ta;b(paAbcpc + pbAacpc) 

- ta;c;bpapbcpc - papata;bcpb;c - ta;apapcAac 
-Aac;apapcla 

= ta;bpapa(Abd. - cpb;d) + papb(2ta;[b;c)CPc -Aca;btJ, 

where we operated on ta;b by taking it to be lakb' so that 
we have 

[W L]= (Ab _cpb. )pa\J +papb[cpcRd -Aa .]_d_. , a ,a b abc a,b dpa 

(8) 
We can now easily treat the preliminary case when W 
and L commute. From (8) we get Aab = CPa;b and thus 
cpa is Killing and W its natural lift. Conversely, if W is 
the natural lift of the Killing vector field cpa, we immedi
ately get that the horizontal part of [W, L] is zero. As 
for the vertical part, using the definition of the cur
vature tensor, its index symmetries, and the antisym
metry of Aab = CPa;b' we get 

so that the vertical part of [W, L] is 

(CPb;a;a - CPb;a;a - CPa;a;b)papb = (- CPd;a;b + CPa;b;a)papb = O. 

This commutativity applies equally well to the flows3 of 
Wand L. We may thus travel certain parameter dis
tances along either integral curve first but still reach 
the same pOint. This is as expected because translations 
along an isometry should change nothing. 

VI. SURFACE FORMING MATTER SYMMETRY 

We now treat the nondegenerate n = 2 case. From (8) 
and the surface forming conditions, with a and f3 func
tions on TM, 

(Aa _ cpa. )pb\J + (Rd cpc _Ad. Ipapb_O_ b ,b a abc a,bI dpd 

= (acpa + f3papa + aAabPb_d_. (9) 
dpa 

Equation (9) holds throughout TM so that we may dif
ferentiate it with respect to the arbitrary momenta to 
get, using commas to indicate the differentiation, for the 
horizontal part, 

(10) 

Differentiating again, we obtain 

(11) 

If we now let t a be any non-lightlike vector on M ortho
gonal to both cpa and pa and contracting Eq. (10) with it, 
we get 
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t(d f3,b) = O. 

This gives f3. d = 0 and then equation (11) gives a,b(}. = 0 
so that a =fc(x)pc. We thus have, also differentiating 
the vertical part of (9), 

(12) 
and 

(13) 

where everything is now an object on M and commas 
will now indicate ordinary differentiation on M. Note 
that the previous differentiation could have been per
formed had the surface forming conditions held on any 
open region of eight dimensions in TM and that from (12) 
and (13) it follows that if X is the projection of that 
region under the projection map 1T : TM ~ M, then the 
conditions will hold throughout TX: We can go from (12) 
and (13) to Eq. (9) which now would hold on TX. Covari
antly differentiating (12), we now get 

CPa;c;d - Aac;d = - f3, ag ac - fc;dCPa - fAAaa - f3g ad - fa CPa]· 

If we now antisymmetrize with respect to c and d and 
then symmetrize with respect to a and c, we get, using 
the definition of the Riemann tensor, 

~Rb(ac)aCPb = ~(A(acl;d -A~~~.c) -1(f3,agac - f3,(cga)a) 

- ~[J[c;dlCPa + f[a;d.1CPc] + ~f3[J(cga)d - fag ac ] 

+ !r.Jdlia - ~(Aadfc - A(ac>fa) 
'--" '-" 

where '-....-/ also denotes symmetrization with respect 
to the indices so connected. Then, since ~ab) = 0 and 
J[Jal = 0, noticing that (13) will cause the terms Aadfc 
and Aaa;c to cancel out with the Riemann tensor term, 
we may obtain 

- f3,dgac + f3,(cKa)d - [!r.c;d) CfJa + !r.a;d) CPc] 

+ /3[.1(c g a)a - fagac] = O. (14) 

This and (12) are equivalent to (13) and (12). 

We first assume /3 ;00 0 and define W = W /f3, lc = fc + 
f3,c//3, and get from (14) 

!c.cga)d -gaJd - U[c;dl(fa + J[a;d)(fc] = O. 

This will imply, again contracting with a non-lightlike 
vector, thatjd = 0; placing hats on (12), with ~ = 1, will 
give 

This is now our only surface forming condition. We 
drop the bars and in a coordinate system adapted to 
cpa, with cpa = 63, 

or 
f = f(xi,e-Xopa), 

(15) now gives 

i = 1,2,3. 

0+ [a,DC] = Aac - gac' 
or 

(15) 

(16) 

This conformal relation gives Gab = G~b + Hab(x i), with 
G~b the Einstein tensor for hab' Then Gab is proportional 
to e 4xO, since it is proportional to (gab)2. Then from the 
Einstein equations and (16), 
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- Gab = Tab = ff(x,p)papbd*p 

= ff(xi, e-xopa)papbd*p = ff(x i,p,a)e 2XOp,ap'bd*p', 

where we define p'a = e-xopa and d*p remains unchanged 
under such a transformation since it is the invariant 
volume element on the fibre. Then, with T'ab independent 
of x o, 

This is inconsistent with the previous result that Gab be 
proportional to e 4x o, so we must have made an incon
sistent assumption in taking {3 '" O. 

If {3 = 0, from (14),f[c;dJC'pa + fla;dlC'pc = 0 which gives 
f[c;dl =.0 ~o ~tfa_= ~ a and de!ining 5«.-= e°'fa and_dif
ferenhatmg, C'pa'c - (e ) c¢a + e C'pa;c - Aac WIth W -
eoW the naturai lift of the Killing vectorfield cpa. Thus, 
a properly scaled matter symmetry that is surface 
forming with the Liouville operator is the natural lift of 
a Killing vector field on M. 

VII. MASS SUBBUNDLE 

The question is whether a constraint on the surface 
forming conditions to the mass subbundle might weaken 
the restrictions on solutions and thus not give us a 
Killing vector field. Equation (9) is of the form, with a 
and (3 functions on TM, and B abc a tensor field on M, 

and 

~n TmM, where p2 = m 2 = a constant'" 0, defining for 
p2 > 0, 

a(x,pa) = [(p)1!.2/m]a(x,pam/(p2)1!.2), 

and 

~(x,pa) = (3(x,p am/(p2)112), 

(18) gives, for pa = pa(p2)112/m so thatp2 = m 2, 

AabPm/(p2)1/2 = [m/(p2)1I2][a(x,p)C'pa + i3(x,P)pa]. 

The same may be done for Eq. (17) so that it and (18) 
hold for all pa such that p 2 '" 0 even though p2 '" m 2. 
This is a smooth extension to a four-dimensional region 
in the fibre Mx near p2 = m 2 and to an eight-dimensional 
region in TM. This can be done without ever touching 
the pOints p2 = O. Therefore, as we noted in the previous 
section, we will obtain the same results throughout TM 
and thus the same solutions as on M but for a fixed mass 
now. For zero rest mass particles the treatment is 
more complicated and can be found elsewhere; we still 
obtain the same results.6 

VIII. HORIZONTAL SUBCASE 

Solutions were already found for horizontal surface 
forming matter symmetries.2 When the horizontal com
ponent was a lightlike vector, the general solution was 
given. For the spacelike case a general class of solu
tions were given. In the timelike case no nontrivial 
solution exists. 

To construct a specific spacelike example, we need only 
a three-dimensional example.6 With i = 1,2 and a = 
1, 2, 3 now, in 

da2 = dt2 - R2(t)[dx2 + dy2], 
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Lh = 0 gives h = h(ptR), Rii = 0 gives R(t) = (at + b)21.3, 
and the Einstein equations are satisfied when we can 
find an h such that 

1...- f (PX)2hdP
x

dPY = ~[R2 + RR]. 
R5 [(pX)2 + (py)2]1!.2 R4 

This will be satisfied if R[R2 + RR] = a constant = K. 

This holds indeed with K = % a2 • We can fix t such that 
R = t21.3. Our solution is then, 

ds2 = dt 2 - dz 2 - t4/3[dx2 + dy2], (19) 

f = l5(papa)/i(pZ)hCt4/3[(pX)2 + (pY)2]112), (20) 

with h any function of its argument. 

The stress energy tensor for (20) is, from (19) and the 
Einstein equations, 

This can be interpreted as zero mass particles traveling 
isotropically in the xy plane and uniformly distributed in 
the z direction. It is homogeneous, anisotropic, and of 
Bianchi type 1. 

IX. CONCLUSION 

We have presented matter symmetries and discussed 
some of the problems involved. We have shown that a 
surface forming matter symmetry gives rise to an iso
metry on the spacetime. We have found some specific 
solutions and have shown that limiting the surface form
ing conditions to the mass subbundle alters nothing. We 
have indicated a possible method for solving more 
general cases, by using the linear dependence of a se
quence of Lie brackets with higher dimensional space 
forming conditions. We expect the conclusion to remain 
valid under less strong conditions than surface forming. 
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Exact parastatistics are developed which describe the occupation of a one-dimensional lattice space 
by any arbitrary distribution of particles I gx l, (A= 1,2,3, .... ,), where A is the particle correlation 
distance, i.e., the number of contiguous lattice sites occupied by a particle. 

1. INTRODUCTION 

Two previous papers have considered the exact occupa
tion statistics for single types of particles on a one
dimensional lattice space; the first of these1 dealt with 
dumbbells and the second2 considered. A-bells (where, 
e.g., X = 2 for dumbbells). The present paper treats a 
more general problem which considers an arbitrary 
distribution of a number of different types of particles 
on a one-dimensional lattice space. The word para
statistics has been used here as it has been used in the 
literature3 to denote those statistics applicable in situ
ations involving more than one kind of particle. In the 
present paper, these particles may include any number 
of simple particles (occupying a single lattice site), 
dumbbells (occupying two adjacent lattice sites), and 
X-bells (occupying X contiguous lattice sites where 
X = 1,2,3, ... ). We shall state and prove three 
theorems dealing with the distribution of such particles. 

(I) A[{q J, N] the occupational degeneracy for any 
arbitrary set {q J of particles on a one-dimensional 
lattice space of N compartments. 

(II) Np[{qJ,N],the number of groups of. contiguous 
vacancies of length p created when {q~} IS placed on a 
one-dimensional lattice space of N compartments in 
all possible ways. 

(III) N .. [{q >.J, N], the number of groups of r conti~ous 
particles arising when {q J is placed in all pOSSIble 
ways on a one-dimensional lattice space of N 
equivalent sites. 

2. OCCUPATIONAL DEGENERACY 

Given a set of particles {q J, where X(= 1,2,3 ... ) is 
the number of contiguous lattice sites occupied by each 
different type of particle. The particles of one species 
are indistinguishable from other particles of the same 
species. This set of particles is distributed on a one
dimensional lattice space consisting of N lattice sites 
and we assume that the occupation of a lattice site is 
either 0 or 1. 

Thearem 1: A[{qJ,N], the number of independent 
ways of arranging the set of particles {q J, on .a o~e
dimensional lattice space of N compartments IS gIVen 
by (see Fig. 1) 

(N -"6 (X - l)qA)! 

A[{qA},N] = ~(qA!~(N-~ XqA)' 

In Fig. 1 we see, for example, if ql = 1, q2 = 2, and 
q = 2 and N = 14 the number of arrangements far a 
p~rticular sequence of particles is 56; there are 
5!/1 !2!2! = 30 of such independent sequences so that 
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(1) 

there are a total of (30) (56) = 1680 arrangements as 
given by Eq. 1. 

Proof: There are a total of [N -1]A(X -l)qd in
dividuals to be permuted; [N -.L;AXqA] of these are vacan
cies,ql are simple particles,q2 are dumbbells,· .q\ 
are X-bells. The number of independent ways of arrang
ing all these individuals, subject to the constraint of the 
indistinguishability of the particles (and vacancies) 
within a particular species, is then given by the multi
nomial coefficient expressed in Eq. 1. 

3. THE NUMBER OF GROUPS OF p CONTIGUOUS 
VACANT SITES 

Theorem 2: Np[{qJ,N],the number of groups of 
p (p = 0, 1, 2,' .. N - "6A Mj A) contiguous vacant com
partments created when {q J is placed on a one-di
mensional lattice space of N compartments in all pos
sible ways is given by 

In Fig. 1 we see, for example, that if ql = 1, q2 = 2, and 
q3 = 2 and N = 14,N2 the number of groups consisting 
of exactly two adjacent vacancies ariSing when a par
ticular sequence of the {q A} is arranged in all possible 
ways is 30; all the possible arrangements are shown for 
one of these sequences in Fig. 1. There are 5 !/1!2!2! 
= 30 of such independent sequences so that there are a 
total of 900 groups of exactly two vacancies as given by 
Eq.2. 

Proof: Far a particular sequence of particles we 
consider the group of p contiguous vacant compartments 
and the particle which terminates it as a unit; then there 
are [N - P - 1 - 1] (X - l)q ~J remaining individuals con-

A 
sisting of "6 (q A) - 1 particles and N - P - "6 Xq A vacan-

A \ 
cies. If we assume initially that the particles are not 
distinguishable among themselves but are distinguish
able from the vacancies then the remaining [N - P - 1 -
~ (X - l)q A] individuals may be arranged in 
A 

(N - P - 1 - ~ (X - l)q A) ! 

(~(qA) -l]![N - P -~XqA)! 

Copyright © 1973 by the American Institute of Physics 1258 
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FIG.1. All the possible independent arrangements of a particular 
sequence composed of the set of particles {q J = {q 1 = 1, q 2 = 2 and 
q3 = :t on a one-dimensional lattice space having N = 14 sites. There 
are 56 independent arrangements possible for this particular sequence. 
The number of groups consisting of exactly 2 adjacent vacancies 
created when this particular sequence of particles is arranged in all 
possible ways is shown to be 30 [see cross-hatched compartments] 

J. Math. Phys., Vol. 14, No.9, September 1973 

x (N -~ (A - l)q 1\ - P - 1) 
6 (ql\) -1 

1\ 

ways. However, the unit consisting of the p contiguous 
vacancies plus the terminating particle can be placed 
between the 61\ql\ particles in (1 + 6>..ql\) ways. 
Now, the particles characterized by a particular yalue 
of A are distinguishable from particles having a differ
ent value of A so that the 6)..91\ particles can be arranged 
in (6q 1\) !jn(q I\!) ways. 

1\ 1\ 

4. THE NUMBER OF GROUPS OF r CONTIGUOUS 
PARTICLES 

TheaYem 3: Nr[{ql\},N],the number of groups of 

r (r = 0,1,2, ... ,6qI\) contiguous particles ariSing 
when {q I\} is placed on a one-dimensional lattice space 
of N compartments in all possible ways is given by 

If ql = 1, q2 = 2, and q3 = 2 and N = 14 as shown in 
Fig. 2, N2 the number of groups of exactly two adjacent 
particles arising when a particular sequence of {q J is 
arranged in all possible ways is 40. All the possible 
arrangements are shown for one of these sequences in 
Fig. 2. There are 5 !/1!2!2! = 30 of such independent 
sequences so that there are a total of 1200 groups of 
exactly two particles, in accordance with Eq.3. 

Proof: For a particular sequence of particles we 
consider the group conSisting of a sum of r adjacent 
particles and the vacancy which terminates the sum as 
a unit. There are a total of N - 6 (A - l)ql\ - r - 1 

1\ 
remaining individuals consisting of N - 6 Aq 1\ - 1 

>. 

vacancies and 6 (q 1\) - r particles. These individuals 
1\ 

may be permuted in 

[N - 6 (A - l)q 1\ - r - 1] ! 
1\ 

ways. The unit consisting of r contiguous particles plus 
the terminating vacancy can be placed between the 
N - 6 Aq 1\ vacancies in N + 1 - 6 Aq 1\ ways. 

1\ 1\ 
As before, a particle characterised by a particular 
value of A is distinguishable from particles having a 
different value of A but not from particles having the 
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same value of A. Thus the L)q A particles can be arran
A 

ged in (L)q A)! /n (q A!) independent ways. 
A A 

5. STATISTICAL PROBABILITY OF SUCCESS 

For a given {q A} and N, S A{q A}' N] the statistical pro
bability of success for a particle occupying d con
tiguous sites is defined to be the ratio of the number of 
ways of placing the particle on the A [{q A}' N] arrays, to 
the total number of spatially independent attempts which 
can be made to place the particle of length d on that set 
of arrays. 

As we have pointed out previously2 when one is treating 
particles for which A ~ 2 there is a profound difference 
in the statistical and kinetic probability of success. 
In this section we calculate Sd[{q J, N] the statistical 
probability of success for the situation under discussion. 

Given a {q J, arranged on a one-dimensional lattice 
space of N sites, what is the ensemble average probabil
ity of placing an additional particle of length d when the 
attempts to place the particle on the lattice space are 
performed in a spatially random manner? 

To answer this question we have recourse to Eq. 2 and 
the following reasoning: A group of p contiguous vacan
cies will accommodate a particle occupying d con
tiguous lattice sites in [p - d + 1] ways if d ::: p. If 
there are N [{q A}' N] of such groups then [p - d + l]N p 

[{q J, N] is the number of ways of placing the d-bell on 
all of the groups of p contiguous vacancies. The total 
number of successes is then obtained by summing over 
all appropriate values of p, Le., d ::: p::: N - L) Aq A' The 

A 
total number of attempts is (N - d + 1)A [{q J, N] because 
(N - d + 1) attempts can be made to place the particles 
of length d on each of the A[{q A}' N] arrangements, i.e., 

(N-L) Aq A)!(l +L)qJ! 
A A 

[N - d + l][N -L)(A -l)qA]! 
A 

N-'ZAAqA 

L) (p - d + 1) 
p=d 

(N - d + l)[N - L) (A - l)q A] ! (N - L) Aq A - d) ! 
A A 

[N -~(A -l)qA - d + 1] (N -~ ~)qA - d) 

(N-d+1) (N-L)~A-1)qA)' 

(4) 
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g -() 0 0 fo- t2. Q 'Q I.() 0 ~ 
0 -0 0 0 ro ~ 10 -0 
0 -0 0 0 fO ~ 0 0 
0 -0 0 0 '0 ro Q Q 
0 -0 0 '0 fO ~ 10 fO -0 f<> ro 

_0 -0 0 0 ro t2 [0 ro -0 10 0 
0 -0 0 0 fo ro 0 fO -0 0 -0 
0 -0 0 0 fo ro ~ ::'::.I" ~ ~ "--'.. 
0 -0 0 0 ro ro i2' :Q tQ Q -0 
0 -0 0 0 fo ro ,... .r. .r. c(). fo 
0 -0 0 10 fO -0 0 -0 -0 10 -0 
0 -0 0 0 -0 
0 -0 i'O ~ "'- 0-fO 
0 -0 0 10 roo -0 v'V 

0 -0 0 10 fO -0 0 '0 ro 0 fO 
0 /-0 0 10 t9 t2 IV 
0 ~ 0 lo k? ro 10 to fO 10 fO 
0 /-0 0 fO to [Q [Q [Q 
0 ro 0 10 ro ro 10 -'" .,., 

~ ['1-.1 

0 ro 0 10 fo ro 10 fa 
0 ro 010 fO ro 10 fO fa 10 ro 
0 ro 010 lQ [Q lQ [Q tQ lQ 19 
0 fO 010 f0- ro 10 fo fa 10 fo 
0 ro 0 10 to ro fO fa 
0 ro 0 10 to ro 10 fa 

10 ro Of V rv rv IV rv rv tv rv 
10 fO 0 10 fo ro 10 to fO 10 to 
10 ro 0 IV IV U'f V rv rv 10 ta 
10 ro 0 10 fO ro 
[0 ro 0 LQ tQ [Q [0 ro ro 10 fO 
10 fO 0 LQ I:Q tQ LQ I:Q [Q lQ tQ 
10 fO 0 10 to to 10 to ~ lQ ~ 
10 ro 0 
10 ro 0 LQ I::Q: t2 [Q t2 tQ LQ 12 
10 ro 01 0 ~ [-0 10 ro to 10 to 

10 to 010 K> to 10 1-0 to 10 to 
0 ro 00 -0 fO IV IV rv 10 ro 
0 ro 00 -0 fO 10 ro ro 10 ro 
0 ro 00 -0 t2 IV" rv "--1' fV' ru 
0 ro 00 -0 ~. 10 ro -0 10 ro 
0 ro 00 -0 t2 
0 fa' 0 Q [Q tQ LQ t2: -0 10 ro 

10 ro' 0 10 ro 
10 ro' 0 0 ro ro 
10 ro: 0 [0 ro ro 10- -0 ro 10 ro 
10 fa 0 Q t2: [Q 10 ro -0 lQ :Q 
10 ro 0 0 ro ro 10 ro -0 0 -0 
10 ro 0 .,... lr\ 

10 ro 0 10 ro ro 10 ro ro 10 ro 
LQ ro OlQ t2- tQ lQ tQ [Q lQ :Q 

10-to 00 ra-ro 10 f0- ro 10 ro 
10 0 0 :0 to tQ 10 to ro lQ [Q 
10 -Q 0[2: [Q !Q LQ [Q r- .,... r-

Io 0: 0 10 f0-ro 10 ro fa 10 ro 
10 -0 010 f0- ro_ lo- ro fO 10 ro_ 

O -0 01 0 f0-ro 10- ro ta 10 ro 

FIG.2. For the same sequence of particles shown in Fig. I, the num
ber of groups consisting of exactly two adjacent particles (irrespective 
of the kind of particle) created when this particular sequence of par
ticles is arranged in aU possible ways is shown to be 40 (see crosses 
between compartments which separate the two particles). 
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Thus if {qJ reduces to ql> i.e., only simple particles are 
involved, and d == 1, then Eq.4 yields 

(5) 

where 81 == qdN;if {qJ == q2,Le.,only dumbbells are 
considered, then Eq.4 yields 

UrnS [q2,N] == 2(1 - 82)2/(2 - 82 ) (6) 
N-OO 

where 82 == 2q2/N. Equation (6) is in agreement with 
the results of the Bethe approximation 3 ,4,5 and pre
viously published exact results! 
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Projection operator techniques for reducing the Kronecker product of N irreducible representations 
of a compact group are developed. Among the results are a generalized Clebsch-Gordan series and 
generalized Wigner-Eckart theorems. The methods developed here are easily applied to any compact 
group provided one can (a1 compute the matrix elements, between product states, of the projector 
onto the identity representation, and (b) select a subset of product states such that their projections 
form a basis for the subspace belonging to the identity representation. For the case of angular 
momentum projection, methods are given for solving both these problems. 

1. INTRODUCTION 

The reduction of a Kronecker product of N irreducible 
representations (IR's) of a group to a direct sum of IR's 
can be treated in many ways. The conventional approachl 
is to perform successive binary couplings of the IR's, 
using the appropriate Clebsch-Gordan coefficients at 
each step. Although this method is satisfactory for N 
small, it becomes complicated as N increases, because 
of the large number of couplings required. An alterna
tive technique is to project out of a Kronecker product 
state that component which transforms according to 
any desired IR. This projection operator method has 
been used with considerable success in dealing with the 
angular momentum coupling problem2 - 5 [i.e., the three 
dimensional rotation group R(3) and its covering group 
SU(2)], especially for nuclear structure calculations.6 

The present paper is an attempt to extend the usefulness 
of the method in two directions: first, to include any 
compact group and second, to develop the projection 
operator equivalent of the "Racah algebra" for the re
duction of matrix elements containing tensor opera
tors. 1•7 

Section 2 contains a summary of well-known properties 
of the projection operators. The matrix elements of 
the projection operators between Kronecker product 
states are studied in Sec. 3. Of particular importance 
is Eq. (3.9), which shows that a matrix element of the 
projector onto any row of any IR is proportional to a 
matrix element, between product states with one addi
tional factor, of po, the projector onto the identity re
presentation. In Secs. 4 and 5 a "Racah algebra" using 
projection operators is developed. The expression for 
the reduction of a product of N matrix elements of IR's 
to a sum of matrix elements (generalized Clebsch
Gordan series), together with other relations involving 
products of representation matrix elements, is given in 
Sec.4. Section 5 contains some generalized Wigner
Eckart theorems. The results of both sections involve 
coefficients containing matrix elements of pO between 
product states. The connection between the "Racah 
algebra" using projection operators and that of the 
conventional binary coupling method is discussed in 
both sections. 

In order for the results derived in this paper to be use
ful for a specific compact group, two problems remain to 
be solved, one major, one minor. The major problem 
is the evaluation of the po matrix elements: they re
place the 3j, 6j, etc. symbols of the conventional coupling 
method. For SU(2), methods of evaluating these matrix 
elements have been given by the author in an earlier 
paper,s hereafter referred to as 1. A much simpler 
method is outlined in part A of sec. 6. The minor pro
blem is to select a subset of the Kronecker product 
space basis such that its projection by po forms a basis 
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for the subspace corresponding to the identity represen
tation. This problem is minor because it can always 
be solved by trial and error. For the case of SU(2), a 
rule for selecting the product states is proven in part B 
of Sec. 6, for the more general problem of projecting on
to any row of any IR. 

2. PROPERTIES OF THE PROJECTION OPERATORS 

Let R, S,' .. be the elements of a compact group G. The 
matrix elements of the IR's of G will be written as 
D{il (R), where j (or some other lower case Latin letter) 
stands for a set of symbols specifying the IR and A or 
Jl (or other lower case Greek letter) each stand for a 
set of symbols specifying a particular basic state (row) 
of the IR Di. For example, for the group SU(3) of par
ticle physics,j is a pair of integers (p, q) and A is the 
set (I, 13 , Y). Since G is compact, we may (and shall) 
take the matrices of the IR, to be unitary, so that the 
orthogonality condition becomes 1 

(2.1) 

Here [j] is the dimension of Dj and V == JdR, the volume 
of the group parameter space using the invariant integra
tion of G. Each 1) function in Eq. (2. 1) is actually a pro
duct of a set of 1) functions. In an arbitrary (in general 
reducible) representation of G, let OR be the operator 
corresponding to the group element R. Then, in this 
representation, we can define a set of operators 

. [j] r . >I< 

P~il == - JdRD~il (R) OR' 
V 

(2.2) 

The properties of these operators are well known,l so 
that we merely summarize them here. It follows direct
ly from Eqs. (2. 1) and (2.2) that 

ORP{1i == 0 D!,., (R)P~Ii' (2.3) 
u 

(2.4) 

(2.5) 

(2.6) 

and that 

(2.7) 

where 1/1 if, 1/1 f are basic vectors v and A, respectively, 
of an m D k. Since G is compact, our representation is 
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completely reducible, i.e., every vector in the represen
tation space is a linear combination of basic vectors 
of IR's. Then it follows from Eq. (2. 7) that the adjoint 
of Eq. (2. 2) is given by 

·t . 
P~1l =ph (2.8) 

and that 

6 P{A = I, (2.9) 
j .A 

where I is the identity operator of the representation. 

As a special case, Eq. (2. 5) gives 
. k . 

P~APIlIl = OjkOAIlP~A' (2.10) 

from which it follows that the "diagonal" operators P{A 
are idempotent and Eq. (2. 9) is a resolution of the iden
tity into projectors. 

Let 1/1 be an arbitrary vector in the representation space. 
Then Eq. (2. 3) states that the vectors P~1l1/l, for) vary
ing but j and /J. fixed, either all vanish or form a basis 
for the IR Di. Different values of /J. will, in general, lead 
to different bases. It follows that the component pL in 
Eq. (2. 9) is the projector onto the entire subspace which 
transforms like row) of Dj (Di can appear more than 
once in the decomposition). Furthermore, since Eq. (2. 5) 
gives as a special case 

P i _pj pi 
All - All Ill" 

one can think of the general operat<:>r P~1l as acting in 
two steps: it first projects out of 1/1 its component 
which transforms as row /J. of Dj and then changes this 
projection into its partner p{)J belonging to row A of 
Di [recall Eq. (2. 7)]. The operators P{!" for A '" /J., 
are sometimes called "transfer" operators. 
The Hermitian operators 

j j U] r. j * 
P =6PH =-JdR x (R) OR' 

A V 
(2.11) 

where xi is the character of DJ, are also projectors, 
onto the entire subspace transforming like vectors of 
Dj (not just onto a particular row). From Eqs. (2.9) 
and (2. 10), they satisfy 

pipk = Oj~j 

and 
6 Pj =1. 

Equations (2.3) and (2.4) give 

(2.12) 

(2.13) 

[OR' pj] = 0, (2.14) 

i.e., pj is invariant under the group. 

We shall be especially interested in the projector 

1 
po = P80 = - JdROR (2.15) 

V 

onto the identity representation. From Eqs. (2. 3) and 
(2.14), po satisfies 

(2.16) 

3. MATRIX ELEMENTS OF pL BETWEEN PRODUCT 
STATES 
We now consider the important case where the repre
sentation is a direct product of IR's of G. The basic 
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vectors of the direct product representation of N factors 
will be denoted by 

(3. 1) 

where the factor .IjiAi) is a member: of an orthonormal 
basis of the IR DJi. The effect of P~)J on a product state 
can l;le expressed in terms of the matrix representation 
of P~ between these states. Orthonormality of the 
prodtict states and Eq, (2, 2) gives, for a general matrix 
element 

where the notation 6 u means a sum over vI' V 2 ' ••• , 
N 

vN • 

For the special case of projection onto the identity IR, 
Eq. (3, 2) becomes 

(3.3) 

For unitary representations, the complex conjugate and 
adjoint representations are identical. In this case, one 
usually selects a basis IIX> for the IR DJ adjoint to Dj 
such that 

DL1(R)* = 1J(jA/J.)DL;(R), 

where 1J(jA/J.) is a phase factor satisfying 

1J(jA/J.)1J(jA/J.)* = 1, 

1JGX"M) = 17(jA/J.), 

1J(jA/J.)17(j/J. v) = 17(jAV). 

(3.4) 

(3.5) 

(3.6) 

(3.7) 

Equation (3.6) follows from the requirement that the 
adjoint of the adjoint give back the_ original IR; Equation 
(3.7) ensures that the matrices Dj also form a repre
sentation. As an example, the usual choice of phases 
for SU(2) gives9 

(3.8) 

so that i == j (all IR's are self-adjoint), ~ == - A, P. == 
- /J., and 17 = (- 1),,-1'. 

Assuming Eq. (3.4), sUbstitution into the integral on the 
right of Eq. (3. 2) shows that it is of the same form as 
the integral in Eq. (3. 3), but with N +1, instead of N 
factors. One obtains 

(iNAN Ip{lllkN/J.N) = 17(jA/J.)[j](iN)N,]Xlpo lkNILN,]M), 

where 
(3.9) 

(3.10) 

is a direct product of N + 1 factors, the extra term 
being a basic state for the adjoint representation 
[selected so that.Eq. (3.4) holds]. Eq. (3. 9) shows that 
projecting (by P~) a direct product of N factors is 



                                                                                                                                    

1264 Joseph Y. Shapiro: Projection operator techniques 

equivalent to projecting a direct produce of N + 1 fac
tors onto the identity representation. All results of 
the projection operator method can be expressed in 
terms of matrix elements of po, rlj.ther than the more 
complicated matrix elements of P~ • For the group 
SU(2), Eq. (3. 9) has been derived inl'I (after a long 
calculation) for the special case of the" diagonal" oper
ators PL.. 
We note the following properties of the matrix elements 
of pO. 

1. Equation (3.3) shows that they are diagonal in the 
individual sets of quantum numbers ji' i.e., projecting 
a direct product does not change the m's of its com
ponents. FroIl). Eq. (3.2), this is also true of matrix 
elements of P~I" Henceforth, we shall only consider 
elements diagonal in the j j' 

2. Equation (3.3) also shows that the matrix elements 
are unchanged if the same permutation of the factors 
(of the indices i) is performed on both sides. In other 
words, any permutation T of the factors in the direct 
product commutes with po 

[PO, T] = O. (3.11) 

3. It follows from Eqs. (3. 3) and (3.4) and the fact that 
pO is Hermitian that 

(iNAN Ipo I iNIl N)* = (iNIl N Ipo IjNAN) 

= i~l1)(jiAjlJ.j)(rNANIPO IfN;LN)' (3.12) 

As a special case, diagonal matrix elements (Ai = IJ.j) 
are real and equal to the matrix elements in which each 
factor is replaced by the corresponding factor in the ad
joint representation. [The phases vanish by Eq. (3.7), 
which implies 1)(jAA) = 1]. 
4. Some of the quantum numbers specifying the row in 
an m are additive [e.g., 13 and Y for SU(3)]. An additive 
quantum number is an eigenvalue of a generator n 
satisfYing 

(3. 13) 

where 

nj Ii jAi) = Wi Ij jAi)' 
(3.14) 

USing Eq. (2.16) with OR = exp(iOO) in a matrix element 
shows that the matrix elements of pO vanish unless 
the additive quantum numbers sum to zero on each side. 
For particular groups, other relationships between 
matrix elements may be derived by using Eq. (2. 16) [or 
its matrix representation, Eq. (4.4) of the next section] 
for selected operators OR' An example of this will be 
given in Sec. 6 for the group SU(2). 

4. RELATIONS INVOLVING PRODUCTS OF MATRIX 
ELEMENTS OF IRREDUCIBLE REPRESENTATIONS 

Complete reducibility of a direct product representa
tion leads to an expansion of the form 

.f) D{i'/l(R) = :B c{1' D{JR)*. 
,-1 " j.A. ,I' 

The orthogonality relation (2.1) and Eq. (3. 3) determine 
the coefficients, giving 

N . . 
.0 D~i'I'.(R) = E [j](iNAN'jA Ipo liNIJ.N,jlJ.)D~1l (R)*, 
,-1 " j,A..1' (4.1) 

J. Math. Phys., Vol. 14, No.9, September 1973 

1264 

which expresses the product of an arbitrary number of 
D's as a sum of D's. This is a generalization of the 
usual Clebsch-Gordan series for reducing the product 
of two D's. 

Another expression involving products of D's is obtain
ed from the matrix element, between product states, 
of Eq. (2.4). This gives 

ED~v(R)(jNANIP{v liN liN) 
v 

. N. 
=EONANlp{.,ljNilN) n D~,iv.(R). (4.2) 

I'N ~ ,=1 ~" 

Replacing Dj by its adjoint representation and using 
Eqs. (3.4) to (3. 7) and Eq. (3. 9), one obtains an equation 
in terms of matrix elements of po, 

.ED~v (R)(jNAN,jA Ipo I iN IIN,jll) 
v 

Note that the phase factors have cancelled out in Eq. 
(4.3). 

For a group such as SU(2), where all quantum numbers 
in the set II are additive, the left-hand Sides of Eqs. 
(4.2) and (4.3) reduce to the single term II = - 0illi' so 
that these equations express a single D as a sum of pro
ducts of D's. 

Letting j = 0 (identity m) in Eq. (4. 2) or Eq. (4.3) gives 

This relation also follows from the matrix element of 
Eq. (2. 16). 

The matrix element of Eq. (2. 6), with k = j, leads to 

D~p (R)(jNANlpLa I iNa N) 

. N· 

= E (jNAN Ip~llliNIlN) .1}l D: i p.(R) I'N,PN ,- , , 
(4.5) 

x (i#N I Pta liNa N)' 

Replacing Dj by its adjoint and using Eqs. (3.4) to (3.7) 
and Eq. (3.9) leads to 

Dtp(R)*(jNAN,jA Ipo liNaN,ja) 

= [j] :B (i~N,jA Ipo IhIlN,jlJ.) 
I'N,PN 

N . 
X D1 D:iip/R)<iNPN,jp Ipo I iNa N,ja). (4.6) 

Again the phase factors cancel. Eq. (4.6) gives,for any 
compact group, a single D as a sum of products of D's. 

Other relations involving products of D's follow from 
Eqs. (4. 1) to (4.6) by using the unitarity of the repre
sentation matrices. We omit the details. 

Equations (4.1), (4.3), (4. 4),and (4.6) are generalizations 
of known results,l involving products of two or three 
D's, which arise out of the conventional binary coupling 
method. To see the rel;l.tionship note tha~, acting in the 
direct product space DJI x D j

2 X ••• X DJN, one can 
write 

po =EliNa)(jNal, (4.7) 
a 
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where the vectors 1 jNa) are a complete orthonormal 
set of vectors arising from the coupling of the product 
to give the identity representation. The label a dis
tinguishes different members of this set. For the 
matrix elements, one has 

(j.0N1pOliNILN) ='0(j~ljN>'N)*(jNaliNJ1.N)' (4.8) 
et 

For the special case of the direct product of three fac
tors, the recoupling coefficients on the right of Eq. (4.8) 
are 3-j symbols 

( ", I' , , )~jljzj3 ) hhJ3a JIJ1.1,hJ1.2,hJ1.3 a 
J1.1J1.2J1.3 

(4.9) 

and Eq. (4. 8) becomes 

= ~~~~:~:a)*G~::::a). (4.10) 

For a simply reducible group, such as SU(2), the sum in 
Eq. (4. 10) reduces to a Single term. 

Eq. (4. 8) enables us to express our results in terms of 
recoupling coefficients, rather than po matrix elements. 
Substitution into Eqs. (3. 3) and (4. 1) gives 

~f dR i~l D~>/R) = ~(jNa li.0N) *(i~ 1 j~N) (4.11) 

and 

X D{1l (R)*(iNja 1 iNJ1.N,jJ1.). (4.12) 

Upon substitution of Eq. (4. 9), one obtains the known 
results in terms of 3-j symbols from Eq. (4.11) with 
N = 3 and Eq. (4. 12) with N = 2. 

Direct substitution of Eq. (4.8) into Eqs. (4. 3) and (4.6) 
gives overly complicated results, so we proceed some
what differently. Recall that these equations are ma
trix representations of the operator equations (2.4) 
and (2.6), a fact that is partially obscured by the change 
to matrix elements of pO. Consider Eq. (4.3). The po 
matrix elements are diagonal in the individual j i' so that 
Eq. (4.3) is valid for an arbitrary bra vector (jNJ1.N,j>.1 
and thus equivalent to the vector equation 

2] po liN IIN,jll)D~v(R)* 
v 

Taking the scalar product with any state coupled to give 
the identity representation leads to a relation involving 
recoupling coefficients, since po acting to the left on 
such a state leaves it unchanged. For example, using one 
of the states introduced in Eq. (4.7) gives 

2] <iNja 1 iNIIN,jll)D~v(R)* 
v 

Setting j = 0 gives the analog of Eq. (4.4) 

(4.15) 
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Equation (4.6) is equivalent to the operator equation 

leading to 

D~p (R)*6 etl3 = (j] '0 <iNja I iNJ1.N' jJ1.) 
PN,PN 

N ' 
X iI]1 D~:Pi (R) • (jNj{31 iNPN ,jp). (4. 17) 

Setting N = 2 in Eqs. (4. 14) and (4.17) and N = 3 in 
Eq. (4. 15) leads to known results in terms of 3-j sym
bols. 1 

In summary, we have generalized the known results in
volving products of two or three D's to the case of N D's. 
The results have been given in two forms-the first, in
volving matrix elements of po between product states 
and the second, recoupling coefficients between product 
states and any complete orthonormal set of states 
coupled to give the identity representation. Which form 
is to be preferred depends upon the relative difficulty 
of computing these two sets of coefficients. For SU(2), 
results similar to ours with recoupling coefficients 
have been obtained by Kumar. 10 His coefficients differ 
from ours. Rather than using'an orthonormal set of vec
tor coupled states, as here, Kumar has constructed a 
set of symmetrically coupled states which, though com
plete, are not independent. He has given both a generat
ing function and an explicit formula for his coefficients. 
Formulas for calculating the po matrix elements for 
SU(2) are given in I. An alternate derivation is given in 
Sec.6. Extensive tables of po matrix elements for 
SU(2) have been computed by Miranda and Reith. 11 For 
SU(3), polynomial expressions for po in terms of the 
group generators have been obtained by Asherova and 
Smirnov 12 and by Noz.13 The latter author has used 
her expression to calculate po matrix elements for 
some cases of interest in particle physics. More 
generally, Schott14 has obtained polynomial expressions 
for po in terms of the generators for SU(n). These 
could be used to evaluated matrix elements. Experience 
with the unitary groups suggests that the expressions 
with projection operators are more useful than those 
with recoupling coeffiCients, except possibly for those 
cases (N = 2 or N = 3) where 3-j symbols are involved. 

Finally, other things being equal, Eqs. (3. 3) and (4.1) 
(projection operators) are preferable to Eqs. (4. 11) and 
(4.12) (recoupling coefficients) because the former in
volve one less sum than the latter. 

5. WIGNER-ECKART TYPE THEOREMS 

In this section we consider the problem of reducing (i.e., 
of factoring out the dependence on the sets of indices 
specifying the rows of IR's of our group G) matrix ele
ments containing tensor operators. We define a tensor 
operator T(k) belonging to an IR Dk to be a set of [k] 
operators T(k,a) which transform as 

0RT(k, a) Oil = 2]D:a (R)T(k, T). (5. 1) 
T 

Two types of matrix elements will be examined. First, 
we consider matrix elements which differ from those 
of the conventional Wigner- Eckart theorem only by 
having more than three factors, i.e., they contain a pro
duct of an arbitrary number of tensor operators be-
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tween product states with an arbitrary number of fac
tors. We call these" conventional matrix elements." 
Second, we look at matrix elements which contain pro
jection operators as well as tensor operators. These 
arise in any calculation in which one constructs wave 
functions using projection operators, rather than con
ventional binary coupling techniques. 

A. Conventional matrix elements 

Consider matrix elements of the form 

(5.2) 

i.e., of a product of R tensor operators between two 
product states, of Sand N factors, respectively. The 
individual factors in the product states, and the i ndivi,. 
dual tensor operators, each belong to rows of IR's of 
G. The sets n~, n;' stand for other quantum numbers, 
not associated with the group G, required to specify the 
factors in the product states. These individual factors 
could themselves be vector coupled states. We require, 
of course, that both product states in Eq. (5. 2) are vec
tors in the same space and that the product of tensor 
operators acts in this space. Note that, for the special 
case of no tensor operators (identity operator in the 
space), Eq. (5.2) includes the recoupling coefficients 
introduced in the last section. It also includes, for 
SU(2), such quantities as the transformation matrix 
from LS to jj coupling. 

From Eq. (5. 1), the product of tensor operators in 
Eq. (5. 2) transforms as 

Substituting into Eq. (5. 2) and letting Oftl and OR operate 
on the product states gives 

R 
(n~j~#.L~I}~l Tq(kq,uq)lnNjN#.LN) 

~ .n nti; .' (R)* fr n:qa (R) I1 ntp 
(R) 

1I~,TR,I1N'=l ,fI, q=l qq p=l pflp 

R 
X (n~j~lI~ I I1 T (kq, T ) InNjNIIN)' q=l q q 

Integrating over the group volume and using Eqs. (3. 3) 
and (3.4) gives 

R 
<n~j~#.L~ I q~l Tq(kq,uq)lnNjN#.LN) 

=)::; [i~l 71(jill;/.L;)l(r~j;~, kR' TR, jNIINlpO I 
"S,TR'"N J 

where 

x IsM's, kRuR ,jN/.L N) 
R 

X (n~j~lI~ I qf!l Tq(kq, Tq) InNjNIIN)' 

Ij~~~,kRuR,jNI') = Ir~~~) IkRuR) IjNI'N) 

is a product state with S + R + N factors. 

(5.3) 

(5.4) 

To get a Wigner-Eckart type theorem one must factor the 
pO matrix element into a sum of terms, each of which 
is a product of two factors, one independent of the set 
{I's' T R , I' N}' the other independent of iPs, U R' I' N}' The 
former factors come outside the sums over I's' TR and 
I'N' These sums are then independent of all the quan
tum numbers specifying rows of m's, and become re-
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The obvious way of factoring the po matrix element in 
Eq. (5.3) is to use Eq. (4. 8), leading directly to a 
Wigner-Eckart type theorem involving recoupling co
efficients 

R 

< n~isJ.L s I III Tq(k q' U q)lnNiNJ.L N) 

= 6(i~, J.L~)6 <fSkRiN 0' 11s;Ls, kRuR, iNI'N)S ex' (5.5) 
ex 

where 6(js'I'~) is a phase factor ariSing from the pro
duct of phases in Eq. (5.3) and the Sex are reduced ma
trix elements, independent of the sets I's' U R , and I' N' In 
the special case of a single tensor operator between 
single" vector-coupled" states, the recoupling coeffi
cient multiplying S ex becomes a 3-j symbol and one ob
tains the usual form of the Wigner-Eckart theorem. 
Apart from those cases where the recoupling coeffi
cients reduce to 3-j symbols, Eq. (5. 5) is of.limited 
usefulness because of the difficulties involved in evalua
ting the recoupling coefficients. 

One can derive a more useful generalization of the 
Wigner-Eckart theorem, involving po matrix elements 
rather than recoupling coefficients. In Eq. (4.7) we in
troduced an orthonormal set of states. I iN 0'). arising 
fr~m coupling the product states of n J1 x n J2 x··· X 

n lN to give the identity representation. The number of 
states in this set (number of values taken by 0') equals 
the number of times the identity representation appears 
in the decomposition of the above Kronecker product 
representation. One can also get states in the identity 
representation by projecting product states. Consider 
the set of projections pO liNAN) for a fixed set iN = 
(j1>h., •.. ,jN)' but for all sets AN leading to nonzero 
vectors. This set spans the same space as the set 
liNO'), but is in general linearly dependent. Nevertheless, 
it is always possible to select a subset of product 
states such that their projections are complete and in
dependent, although not normalized or orthogonal. We 
denote such a subset of product states by 

(5.6) 

The number of product states in this subset (number of 
values for 0') obviously equals the number of states 
I iN 0'). For SU(2), a rule for selecting the set 10') is 
proven in the next section. If such rules cannot be found 
for other groups, one can always proceed by trial and 
error, i.e., by projecting products and testing for inde
pendence until one finds the required number. 

Having found a set I 0'), one could orthonormalize its 
projections and obtain an expansion of the form of 
Eq. (4. 7). However, it is more convenient not to do this, 
but to proceed as follows. Define a matrix M by 

(5.7) 

where I a) and I (3) are any two members of the subset 
of product states of Eq. (5. 6). Since the projections of 
this subset are independent,M is nonsingular. Then, 
one easily proves the expansion 

(5.8) po = 6 po I 0') (M-l)cxB ({lIPo, 
ex, B 

where the sums go over the subset of Eq. (5. 6). Acting 
on a product state, Eq. (5.8) gives 

pO liNA) = ~ b(O' IjNAN)PO I 0'), (5.9) 
ex 
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where 

b{alh;\N) =~ (M-l)as«(3lpo liN;\N)' 
/I 

(5.10) 

Equations (5.9) and (5. 10) give the projection of an 
arbitrary product state in terms of a basis pO I a) of 
independent projections. For the special case liN;\N) = 
11'), one of the subset of Eq. (5. 6), Eq. (5.10) gives the 
simple result 

(5.11) 

and Eq. (5. 9) becomes an obvious identity. Since the set 
of projections of the states II') is complete, this proves 
Eq. (5. 8). 

The coeffiCients b{a liN;\N) play an important role in 
calculations involving the projection operator method. 
Equation (5.10) shows that their evaluation does not 
require the entire matrix of po, but only that part be
tween an arbitrary product and our subset leading to 
independent projections. 

To obtain a Wigner-Eckart type theorem, one substitutes 
Eq. (5. 9) into Eq. (5. 3) giving 

R 

(nsisll s I /:?q (k q' U q) I nNiNIlN) 

= O{js,Ils)~ b{a Ifs~s,kRUR ,iNIlN)Ra' (5.12) 
a 

Here 0 is the same phase factor that appeared in Eq. 
(5.5). The reduced matrix element Rs is determined 
by evaluating Eq. (5.12) for the special set Ils{(3),uR ((3), 
Il N{(3) corresponding to one of our independent projec
tions. Using Eq. (5. 11), this gives 

R 
Ra = OUS'Ils{a))*,osislls(a)1 ~l Tq (kq , uq{a)) IONiNIlN{a), 

q- (5.13) 

i.e., the reduced matrix elements are (up to a phase) 
just the original matrix elements for the special sets 
Ils{a),uq(a),I'N(a) leading to independent projections. 
Substitution of Eq. (5. 13) into Eq. (5. 12) gives an ex
tremely useful form of Wigner- Eckart theorem 

R 
(Osislls I qf1

1
T q{kquq) IONiNIlN) 

= o {jslls).0 OOs'lls{a))*b(a Ijs~s,kRUR ,iNIlN) 
a 

R 
X (Osislls{a) I qf1 1 Tq(kq, uq{a)) I nNiNIlN (a). (5.14) 

In most applications, the set I a) is small, so that the 
problem of calculating the geometrical factors by Eq. 
(5.10) is relatively simple, provided the pO matrix ele
ments are known. 

B. Matrix elements containing projectors 

In performing calculations using projected wave func
tions, one usually' obtains matrix elements containing 
the projectors p\1' themselves. One then can do the 
reduction by a simple step-by-step procedure, using a 
generalization of Eq. (5. 9). From (3. 9) and (5. 9), one 
has 

(jNAN IP11' liNIl N) 

= T/(j;\/L )[j](jNAN ,F.lpo I jNIlNJ~) 

= 17(j;\/L )[j]~ b{a liNIl N,}M)( jNAN..J ~ Ipo I a) 
a 

=.0 17(j/L{a)/L)b {a l:iNI'N..J~ )(jNAN I 
a 

xP{I'(a) liNIlN{a). (5.15) 
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Note that here the states I a) are those which give com
plete independent projections onto the identity represen
tation from t~e N + _1 factor Kronecker product DJ) x 
D12 X ••• X DlN X Di. In deriving (5. 15) we have used 

17(j;\/L) = 17 (j/L ;\)* , (5.16) 

which follows from Eqs. (3. 5) and (3. 7). Equation (5. 15) 
is equivalent to the vector equation 

p{1' I ON iN#-' N) = .017(j/L (a)/L)b{a liNIlN..JM) 
a 

X pll' (a) IONiNIl N (a), (5.17) 

where we have explicitly included the other quantum 
numbers ON required to uniquely specify the product 
state. Equation (5. 17) gives the reduction of the product 
state and of one index of the projection operator. Its 
adjoint is 

(oNiN;\N IP{I' = ~17(jU(a)b (a liNAN.J~)* 
a 

x (nNiN;\N{a) IP{(a)Il' (5.18) 

Equations (5.17) and (5.18) enable one to completely 
reduce matrix elements containing projectors and ten
sor operators betwen product states. The most impor
tant cases are 

. R 
(osisll S Ip~'11 q!:I

1 
Tq(kq, uq) IONiNIlN) 

= .0 17(j/L'/L'(a))17(j/L{(3)/L) 
a,S 

X b{a lislls,}~')*b«(3lkRUR,iNIlNJM)· 
. R 

X (Osislls(a) Ip~'(a)I'(S) q!:I
1
T q(kq,Uq«(3» InNiNIlN «(3) 

(5. 19) 
and 

'I R . 
(nsislls Ip~,A' q!:I

1
T q{kqUq)P{.1l IONiNIlN) 

= .0 T/(j'/L'/l'(a»17(j'A'«(3);\')TJ(j/L(Y)/L) 
a.B.y 

X b (alislls ,}'iJ.')*b{)3lkR UR ,j;\,P~')b{y I iNIlN .JM) 

x (osis~{a) IP~: (a) X'(s) lJ~l Tq(kquq«(3) 

X P {(B)Il(y) IONiNIlN(Y)' (5.20) 

We have used the fact that in Eq. (5. 19) TI T (k ,u ) 
x IONiNIlN) transforms as IkRuR• iN/lN) ind iIi E4. (5.20) 
TIqTq(kq,uq)p\lll) transforms as IkRuR,j;\). 

6. ANGULAR MOMENTUM PROJECTION 

A. Matrix elements of po 

For the results of the previous sections to be useful, 
one must be able to evaluate the matrix elements of po. 
In the case of angular momentum, methods of doing this 
were given in I, starting with L5wdin's expansion of po 
in terms of the raiSing and lowering operators J+ and~.5 
Here we discuss a more direct method, USing Eq. (3.3) 
with the known expressions9 for the rotation matrices. 
In terms of Euler angles a,)3,y ()3 abouty axis) one has 

Dt,m,(a,)3,y) = eimadt,m,()3)eim'Y, 

where 

dt,m,()3) = Dt,m,(O,)3, 0) 

(6.1) 

(6.2) 
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is the matrix corresponding to a rotation through (3 about 
the y axis. For angular momentum we use the symbols 
m and m' to label the rows of the m's, rather than A or 
/l. The possible values of j are j = 0,1/2,1,3/2, .• " 
and m (or m') takes the 2j + 1 possible values m = - j, 
- j + 1, ... ,j - 1,j for given j. Since we have para
meterized by the Euler angles rather than the complete 
parameter space of SU(2), the m's corresponding to j 
half odd-integral are double valued. The volume ele
ment is 

1 f 1 121T 1T 211 - dR =- dal Sin(3d(31 dy. 
V 81T

2 ° ° ° 
(6.3) 

Performing the integrals over a and y, Eq. (3.3) becomes 

With the usual phase convention, the dj are real, so that 
the po matrix elements are real. The 0 functions in 
Eq. (6.4) merely express the fact that J z is additive. 
Because of Eq. (3. 8), Eq. (3.9) gives 

(jNmN Ip{,.m,1 jNmiv) 

= (_l)m-m'(2j + 1)(iNmN,j-mlpOljN miv,j-m') 

(6.5) 
and Eq. (3. 12) gives the symmetry relations 

ONmN Ip°.ljNmiv) = (jNmiv IpOljNmN) 

= ON - mN IpOljN - miv)· (6.6) 

An additional symmetry may be obtained from Eq. (4.4) 
with OR a rotation about the y axis through 1T. Recalling 
that9 

one obtains 

(jNmN IpOljNmiv) = (- I)J(jN - mN IPOljNmiv) 

= (- I)J(jN m N Ipo IjN - m:"'), 

where 

(6.7) 

(6.8) 

(6.9) 

Equation (6.8) is a new result which was not obtained in 
I. As a special case, if all j i are integers (j i = li) and 
if all m ~ = 0 (or all m i = 0) one obtains 

if L = L) li is odd, 
; 

an extension of the well-known parity rule for the 
Clebsch-Gordan coefficients. 

(6.10) 

We now outline how Eq. (6.4) may be used to evaluate 
the matrix elements. Complete details will be given 
in another paper, together with extensive numerical 
tables for the evaluation of the matrix elements. First 
we use the symmetry properties9 

to rewrite Eq. (6.4). We introduce new numbers Pi and 
q i defined by 
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Pi+q;= Im;+m;l, 

Pi-qi= Im;-m;1 

or, equivalently, 

Pi = max(lm;l, Im;I), 

q;= lin; +m;I-Pi=Pi-lmi-m;l. 

We also will need integers K and L defined by 

1 N 1 N 
K = "2 "0 (p i + q i) = "2 L) 1m i + m; I , 

i~ ;~ 
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(6.12) 

(6.13) 

(6. 14) 

Using Eq. (6. 11) one easily shows that Eq. (6.4) becomes 

(jNmNlpO I jNm:V) = Il Eim;,oll Eim;.O 

(- l)L 11 N . 

x -2- 10 Xl d~i;q/(3) sin(3 d(3. (6.15) 

From the definitions (6.12) one has 

(6.16) 

Rotation matrices satisfying Eq. (6. 16) may be express
ed in terms of Jacobi polynomials9 

. [(j+P)!(j-P)!]1/2 
d~q((3) = (cos(3/2)P+q (sin(3/2)P-q 

(j +q)!(j-q)! 

x p~~?,p+q) (cos(3). (6.17) 

Substituting Eq. (6. 17) into (6.15), one obtains 

(jNmN IpOljNmiv) = IlEm. Ollr.m' ° 
z,' Z' 

The Jacobi polynomials in Eq. (6.18) can be expressed 
in terms of hypergeometric functions 15 

(n + a) ( 1 - x) 
pJ""B) (x) = n F, n, n + a + (3 + 1, a + 1'-2-

(n + (3\ ( 1 + x) = (- l)n n JF ,- n,n + a + (3 + 1,(3 + 1'-2- . 

(6.19) 
Using either of the expressions (6.19) in Eq. (6.18) and 
expanding the hypergeometric functions, the integral re
duces to a sum of beta functions and can be evaluated. 
Alternatively, expanding a single hypergeometric func
tion, one can get recurrence relations between the inte
grals for different matrix elements. The integrals in 
Eq. (6. 18) depend upon a relatively small number of 
parameters;K, L and the set {N(jpq) Ilq I '" P <j}, 
where N(jpq) is the number of individual angular mo
menta in the matrix element which lead to a given j, P 
and q. Note that this includes the four cases (m,m') 
equal to (p,q), (q,p), (- p,- q), and (- q,- p) respec
tively. Also cases with P = j do not contribute to the 
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integral [they do contribute to the normalization factor 
in Eq. (6. 18)] because the corresponding Jacobi poly
nomials in Eq. (6.18) are unity [Eq. (6. 19) with n = 0]. 

B. Selecting a set of product states with complete, 
independent projections 

In deriving the Wigner-Eckart type theorems in Sec. 5, 
we introduced a special set of product states I (1) which 
has complete, independent projections under po. Such 
a set can always be found by trial and error, but it is, 
of course, more convenient to have a rule which auto
matically gives the set. We here prove such a rule 
for angular momentum projection of a Kronecker pro
duct representation to give specified values j and m for 
the total angular momentum and its projection (we do 
not restrict ourselve to j = 0). The rule is a genera
lization of one given by Lowdin16 for projection of a 
product of spin 1/2's. Our proof will also show that the 
functions of the projected set may be ordered in such a 
way that, after Schmidt orthonormalization, they agree 
with the functions obtained by standard binary coupling 
techniques for the sequential coupling 

J 1 = h, 
J i + 1 = J i + L+1' i = 1,2, ... , N - 1 (6.20) 

with J N = j. Even the phases of the tw 0 sets of functions 
agree, provided that the usual phase convention9 is used 
for the Clebsch-Gordan coefficients in the sequentially 
coupled states. We denote the sequentially coupled 
states [for the coupling of Eq. (6. 20)] by 

(6.21) 

In Eq. (6.21) we have omitted as labels the individual 
quantum numbers j i since these are common to all 
members of the set. The allowed values of the J i may 
be determined from the rule for combining two angular 
momenta j1 and j2' i.e., one gets each J value 

(6.22) 

once and only once. 

For fixed values of j and m we order the states (6.21) 
by saying that the state specified by the set {J;} appears 
before the state specified by {Ji} if J" > J" for the first 
integer k for which J" ;" J". 
For the product states IjNmN)' we introduce the labels 

k 

M" = :0 m i , k = 1,2, ... ,N, (6.23) 
i=l 

Le., 

m 1 = Ml' 

m i = M i - Mi_l' i = 1,2,3,. ", N, (6.24) 

and rewrite the states as 

(6.25) 

Again, we omit the labels j i' which are common to all 
members of the set. 

We first consider the "principal" case m = j. 

Theorem: The projections by Pj j of the subset of 
product states 

(6.26) 
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where the sets {Ji } are the same as for the sequentially 
coupled states (6.21), form a basis for the subspace 
with J2 = j (j + 1) and J. = j. Furthermore, if the pro
duct states of Eq. (6. 26) are ordered according to the 
convention for J values stated above (for the sequentailly 
coupled states) and their projections are orthonormalized 
by the Schmidt process, one has 

where the subscript S on the left hand side means 
"after Schmidt orthonormalization." 

(6.27) 

Proof: By their construction, one clearly has the 
correct number of states to form a basis. Now consider 
a particular product state (6.26). It has an expansion 
in terms of the complete orthonormal set of sequen
tially coupled states 

U1J2J3" 'IN - 1) 

:0 c(J 2" • J N-1j IJz ... J:V-1j') I 
J 2,···,JN-1 ,j' 

(Ji"Ji·j''''j) 

(6.28) 

The restrictions on the values of J; andj' in Eq. (6.28) 
follow because J; is the intermediate total quantum num
ber for the coupling of the first i angular momenta and 
J i = :0ik=lm" the corresponding azimuthal quantum 
number. 

The effect of operating with pj. on Eq. (6. 28) is to pick 
out those terms with j' = j, LJ: 
P~j Ii IJ 2 •.• J N-1j) 

:0 c(J2 •• 'IN- 1jIJ2'' ·J.fv-1j)1 
x J 2 ... ·.IN-1 

(Ji'''Ji ) 

x (J2 .. 'J.fv-I)jj). (6.29) 

Now consider the effect of orthonormalizing the states 
(6.29), using the ordering given above. By our conven
tion, the first state must have J 2 ,,; J 2 for all J 2. But 
Eq. (6.29) only contains terms with J 2 ;;. J 2 • Thus, for 
the first projected product state, only the terms with 
J 2 = J 2 survive in Eq. (6. 29). For these terms, our 
ordering says that Ji ,,; J 3 for all J;, so that only the 
terms with J 3 = J 3 survive. Repeating this procedure, 
one sees that the expansion of the first projected pro
duct state reduces to the single term with J~ = J., 
i = 2,3, ... , N - 1. The first step of the orthono~ma
lization removes this term from the sums for all other 
projected products. Repeating the above argument for 
the second (partially orthonormalized) state, one sees 
that the sum again reduces to the single term with 
Ji = J i • Continuing this process, one gets the result 

(P; j Ij 1 J 2 ••• J N -Ij) ) s 

c(J2 •• 'IN _1jIJ2 '' 'IN-1j) 
---=---..::.-==--~-~:.=::.-:..- 1 (J 2 ••• J N-I)jj) 
Ic(J2 ••• I N -Ij IJ2 ••• IN-Ij) 11/2 

(6.30) 

for all the projected products in our set. The denomina
tor in Eq. (6.30) is the result of normaliZing at each 
stage. 

The argument of the preceding paragraph is valid only 
if the coefficients c appearing in Eq. (6.30) are non
zero. To see that this is so, note that Eq. (6. 29) gives 
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2 

FIG. 1. With ordinate J k, the paths 1-4 give the independent sets of 
intermediate angular momenta for the sequential coupling [(1 +~) + 1] 
+ ~ to give j = 1. With ordinates Mk [Eq. (6. 23)], the paths specify, for 
the above angular momenta, product states such that their projections 
by P~l are complete and independent. 

C(J2J 3' •• J N-lj IJ2J 3' •• I N- 1j) 

= «J2J 3 ' •• J N-l)jj I ~j Ijl J 2' •• J N-lj) 

= «J2J 3 " 'IN- 1 )jj!jlJ 2'' 'IN_1j), (6.31) 

wherEl in the last step we have let the Hermitian opera
tor P~ operate to the left. Uncoupling the state to the 
left 01 Eq. (6.31) and using the orthonormality of the 
single particle states gives a product of Clebsch
Gordan coefficients (j 1m I j 2m 2Ijm). With J 1 = j 1 and 
I N = j we get 

c(J2J 3 ' •• J N-lj IJ2J 3 ' • 'IN- 1j) 

N-l 
= iQ (Ji J i ji+lJi +1, - J i IJ i + 1J i + 1)· (6.32) 

All Clebsch-Gordan coefficients in Eq. (6. 32) are of 
the form (j l!i Ij 0 - j 1 Ijj). For angular momenta satis
fying the triangle rule (as ours do here) these coeffi
cients are nonzero. With the usual phase convention, 
they also are all positive; one has9 

( . . .. . I") [ (2j 1) ! (2j + 1)! J 1/2 
l]hJal - J2 JJ = . 

(jl- j 2 +j)!(jl +j2 +j + 1)! 
(6.33) 

Thus all c's appearing in Eq. (6. 30) are not only non
zero, but they are also real and pOSitive, so that 
Eq. (6. 30) leads directly to Eq. (6. 27). 

The discussion of Sec. 2 shows that precisely the same 
s~t of product states leads to a basis for the subspace 
with the above j, but with an arbitrary m. One merely 
projects with the appropria~e "transfer" operator P{nj' 
rather than the projector ~j' Again, with our ordering, 
the orthonormalized projected products coincide with 
the sequentially coupled states. 

The set of products given by the above theorem may 
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be obtained simply from a diagram giving the allowed 
states for sequential coupling. We illustrate in Fig. 1 
for the angular-momentum coupling [(1 + 1/2 ) + 1] + 
1/2 -'> 1. The tips of the arrows give the possible values 
of the intermediate angular momentum J k [obtained 
from Eq. (6.22) at each stage, with the restriction that 
~ne must wind up with a speCified j] plotted against 
J k = 6 fOlj i' i.e., against the algebraic sum of the in
dividual angular momenta up to that step. Each path 
corresponds to a vector coupled state. We have num
bered the paths in Fig. 1 according to our convention 
for ordering states. The product states are obtained by 
setting Mk = J k , i.e.the M k values are just the ordinates 
of the arrow tips along the paths, and the m k are [by 
Eq. (6. 24)] just the differences of successive ordinates. 
In our example, the four product states are [written 
first as in Eq. (6.25) and then as IT /j im i)] 

1
33 11 1 1 

<PI = 122 1) = 111) 122)110)1 2 - 2 ), 

1
31 11 11 <P2 = 122 1) = 111) 122) 11 - 1) 122), 

1

13 1 1 1 1 
<P3 = 122 1) = 111) 12 - 2) 111) 12 - 2)' 

1
11 1 1 11 

<P4 = 122 1) = 111) 12 - 2) 110) 122), 
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We propose to describe a quantum field theory by continuous positive sesquilinear forms; using 
positive linear functionals would then be a special case. Our formalism still can accommodate a 
scattering theory. 

INTRODUCTION 

Wightman proposed to describe a quantum field theory 
by a positive linear functional on a topological *-algebra 
~l, vanishing on a certain subspace. 1-4 This formalism 
allows the construction of field operators and a scatter
ing matrix (Haag-Ruelle).3,5 Every positive linear func
tional W on ~l gives rise to a sesquilinear form by 
B(f, g) = W(f * g), f, g E ~(, but not every continuous posi
tive sesquilinear form on m is derivable in this way from 
a positive linear functional. 

Hence we propose to describe a quantum field theory by 
continuous positive sesquilinear forms on ~l. This for
malism in general does not lead to field operators but 
still can accommodate a scattering theory, modeled after 
the Haag-Ruelle theory and given by a sesquilinear 
form. In this paper we are only concerned with partial 
aspects of the above description. 

Iii Sec. 1 we summarize the properties of positive linear 
functionals of 91. Section 2 then deals with the axioms for 
a neutral scalar field in terms of positive linear func
tionals. In Sec. 3 we study sesquilinear forms on m and 
Sec.4 gives a representation of all continuous positive 
sesquilinear forms. In Sec. 5 we list the axioms for a 
neutral scalar field in terms of continuous positive ses
qui linear forms and in Sec. 6 we develop a scattering 
theory within this formalism. 

1. POSITIVE LINEAR FUNCTIONALS ON THE 
FIELD ALGEBRA 

The topological vector space 

00 

m= EBsn, 
n=O 

where 

equipped with the multiplication 
n 

(fg)n(P1' ••• ,Pn) = .0 fk(P l' ..• ,Pk )gn-k(Pk +1' . , . ,p n) 
k=O 

and the involution 

(f*)n(P l' •.. ,Pn) = f n(- Pn, ••• ,-P 1)' (f*)o = J;;, 

is called the field algebra for a neutral scalar field.1,4, 6 

The field algebra is thus a topological * -algebra, but can 
also be looked upon as a ordered topological vector 
space, ordered by the cone 

The topology of m is the direct sum topology of an in
creasing family of nuclear Frechet spaces, and hence 
described by an uncountable set of seminorms. By (B(~{) 
we denote the family of bounded sets of ~l. 
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Lemma 1.1. 

(1) m is a nuclear LF-space and thus complete, borno
logical, barreled, reflexive, and separable 

(2) K is a closed, proper, strict (B cone. 

Proof: See Refs. 4 and 6. 

Let 2! ' be the topological dual of the field algebra I]{ , and 

K' = {T E 91 *; T(f) 2:: 0, V f E K} 

the dual cone of K. 

A linear functional on m that takes positive values on K, 
is called a positive linear functional. 

Lemma l.2. 

(1) I]!' is nuclear, complete, reflexive and thus barreled. 

(2) Every positive linear functional in continuous. 

Proof: See Refs. 4 and 6. 

We state now some well-known properties of a positive 
linear functional. 

Lemma 1.3: A positive linear functional W E K I 

satisfies 

(1) W(f*) = W(f) (hermitian), 

(2) 1 W(f*g) 12:5 W(f*f)W(g*g) (Cauchy-Schwarz 
inequality) , 

(3) W(f*g) = !.. W«(f + g) * (f + g)) - !.. W«(f - g) *(f - g)) 
4 4 

- i W«(f + ig) *(f + ig)) 
4 

+ i W«(f - ig) *(f - ig)) 
4 

(polarization identity). 

Lemma 1.4: Every positive linear functional W iives 
rise to a continuous seminorm on m by p(f) = .JW(f f) 

Proof: The Cauchy-Schwarz inequality implies that 
PO is a seminorm. Since W is continuous and the pro
duct of two bounded set of m is bounded,p (.) is bounded 
on bounded sets. The fact that m is bornological implies 
then thatp(.) is a continuous seminorm on m. 
With every positive linear functional on m one can 
associate a left module 

Lemma 1.5: Let WE K'. Then I(W) = {f E 1]1; 
W(f"f) = o} is a closed left ideal of 9(,and H(W) = 
91/I(W) is a positive definite inner product space and also 
a left module. 

Proof: This is the famous Gel 'fand -Segal construc
tion. The inner product in H( W) is given by 

(E(f), E(g)) = W(f*g), 

Copyright © 1973 by the American Institute of Physics 1271 
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where €(f) stands for the equivalence class of j modulo 
1(W). The left module structure then follows from 

j€(g) = €(fg). 

Note: A positive linear functional Won 9( is called 
a state if W(1) = 1. In this paper, all positive linear 
functionals will be states. 

2. POSITIVE LINEAR FUNCTIONALS-AXIOMS FOR A 
NEUTRAL SCALAR FIELD (WIGHTMAN) 
First we introduce some maps of the field algebra into 
itself. 

Dejinition 2. I: (1) The Fourier transform F: 9( _____ 9!. 

F turns out to be an automorphism. 

(2) Representation of the Poincare group 1R4 ALl. 

«a,A)j)O =jo' 

This representation is thus given by *-automorphisms. 

(3) The TCP Operator e: 91 ----- 9(. 

e then is a *-antiautomorphism. 

Secondly we need two subspaces of the field algebra. 

Definition 2.2: (1) The spectrum ideal 11 : 

11 = {j E 9!;jo = O,jn(P 1'''' ,Pn) = 0 

n 

if qk= .0PZEv;.,'v'1sksn,'v'n}. 

11 turns out to be a left ideal. 

(2) The locality ideal 12 : 

Z=k 

12 is defined to be the two-sided ideal generated by ele
ments of the form (Fj)n(x 1 , ••• , xn) = (Fcp)n (xl' .•. , 
x, ..• ,xn) -(Fcp)n(xl""'xTI"",xn), where 
~= {xz, xZ+l' ••• , XZ+k } C {x1~ •• • ,x n} for any I and k, and 
1T is a permutation of the elements in ~. Furthermore, 

(FCP)n(x l' ••• ,~, ••• , xn) = 0 

if (Xj -x k )2 > 0, 'iXj,XkE ::,i '" k. 

Now we are in a position to state the axioms for a neutral 
scalar field. 

Axioms (local Field Theory): 

A local field theory for a neutral scalar field is given by 
a positive linear functional Won the field algebra, satis
fying 

(1) W«a, A)j) = W(f) (Lorentz covariance), 
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(2) W(I1) = 0 

(3) W(I2) = 0 

(4) W(1) = 1 

(spectrum condition), 

(locality) , 

(normalization) . 

Axioms (weakly local field theory): 
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A weakly local field theory for a neutral scalar field is 
given by a positive linear functional Won the field alge
bra, satisfying 

( 1) W«a, A)f) = W(f) (Lorentz covariance), 

(2) W(I1) = 0 (spectrum condition), 

(3) W(ej) = W(f) (weak locality), 

( 4) W(1) = 1 (normalization) . 

The following example shows that the two axiom schemes 
are nonvoid. 

Example: Let W be a graded vector space and K a 
map 

satisfying 

where dJJ.(q) = e(q)6(q2 -tn 2)dq. 

Then W(j) = (Kj) 0 is a positive linear functional on the 
field algebra, and according to Ref. 4 there are maps K 
such that W satisfies all the above axioms. 

3. SESQUILINEAR FORMS ON THE FIELD ALGEBRA 

A bilinear form <P on the field algebra 9( is a mapping 

<1>: 9( x \l( _____ C, 

such that <Pf , <Pg , defined by 

are linear functionals on 1)(. 

A sesquilinear form B on the field algebra 91 is a map
ping 

such that Bf , Bg , defined by 

are linear functionals on 91. 

Bilinear and sesquilinear forms on 91 are in a one-to
one correspondence by B(f,g) = <P(f*,g). 

Dejinition 3. 1: Let <P be a bilinear form on 91. Then <P 
is called 
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(1) separately continuous, if cl>f' cl>g are continuous linear 
functionals on m; the space of separately continuous 
bilinear forms is denoted by B(1l1, m); 

(2) hypocontinuous, if {cI>f;f E <B(m)} and {cI>g;g E <B(m)} 
are equicontinuous subsets of m'; the space of hypocon
tinuous bilinear forms is denoted by x(m, m); 

(3) jointly continuous, if cI> is continuous from the Car
tesian product m x minto C; the space of jointly contin
uous bilinear forms is denoted by <B(m, m). 

We clearly have the inclusions <B(m, m) c JC(m, 90 c 
B(m, m). 

Lemma 3. I: For the field algebra m we have JC(m,91) 
= B(m, m). 

Proof: This follows immediately from the fact that 9( 
is barreled. 

On the space JC(m, m) we put the topology of uniform con
vergence on products of bounded sets of m. 

Lemma 3.2: Let £(m, m') be the space of continuous 
linear maps from minto m', equipped with the topology of 
uniform convergence on bounded sets. Then JC(IlI, m) is 
topologically isomorphic to £(m, m') and thus complete. 

Proof: Take cI> E JC(m, m) and look at the map C1'(cI» de
fined by 

(CI'(cI»f)(g) = cl>U,g). 

C1'(cI» then maps a bounded set of m into a simply bounded 
set of m'; simply bounded sets of m' however are bounjed. 
Hence 0'( cI» is a bounded linear map from minto m' and 
due to the LF-structure of m, C1'(cI» E £(m, Ill'), i.e. 
C1'(cI» is continuous. 

Take 1/1 E £(91, m') and look at the map (3(I/I) defined by 

(3 (1/1)( j, g) = I/I(f)(g). 

Since m is barreled, (3(I/I) is a hypo continuous bilinear 
form on m. 

We have now 

0': JC(m, m) ~ £(m, m'), 

{3: £(m, m') ~ JC(m, m), 

and C1'{3 = {3C1' = 1. 

We now prove the continuity of 0' and (3. This will de
pend extensively on the barreledness of m and m'. 

The neighborhoods of zero in JC(m, m) are given by 

U(A, B, E) = {cI> E JC(m, m); I cI>(A, B) I < E;A,B<B(90}. 

The neighborhoods of zero in £(m, m') are given by 

U(A, V) = {I/I E £(m, m'); I/I(A) c V; V E U( m')}. 

We thus have to show that (3U(A, V) is a neighborhood in 
JC(m, m) and C1'U(A, B, E) is a neighborhood in £(m, m'). 

For 1/1 E U(A, V) we get with 

I (3(I/I)(f, g) I = I "'(f)(g) I 

that (3U(A, V) = U(A, VO, 1). 

J. Math. Phys., Vol. 14, No.9, September 1973 

1273 

On the other hand 

C1'U(A, B, E) -:J U(A, E 'BO), 

Finally,£(m, m') is complete because 9( is an LF-space. 

The space of hypocontinuous bilinear forms can also be 
characterized in term s of tensor products. 7,8 Since 91 
and 9l' are both nuclear, we know that on m @ m 
(resp. \I( , @ \I( ') the IT-topology and the E-topology coin
cide. The completion of m @ \It (res!?. m' @ \It ') in ~ither 
of these topologies is denoted by 91 @ 9( (resp. 9!' @ 9t '); 
9t 0 91 (resp. \It ' @ 91 ') is again nuclear. 

Lemma 3.3: JC(9t, 91) ~ 9(' 0 9(' ~ £(9(, 11('), 

JC(I1£', m') ~ 9( 0 9( ~ £(Il[', m). 

P;-oof: Since m and 91' are both nuclear, barreled, 
and complete, we know from the theory of tensor pro
ducts, Ref. 8, that m' 0 9[' ~ £(l1t, Ill') and 91 @ 9( ~ 
£(91, 9l'). The rest follows from Lemma 3.2. 

From now on we will be interested in sesquilinear 
forms. The special structure of our field algebra leads 
to an interesting representation of jointly continuous 
sesquilinear forms. 

Lemma 3.4 (Kernel theorem): Every cI> E <B(9!, m) 
has the representation 

where {Ai} and {Bi} are bounded sets in m' and:01 Ai I < 
00. A jointly continuous sesquilinear form thus has the 
representation 

B(f,g) = 6AiAi(f)Bi(g), 

where {Ai} and {Bi} are bounded sets in 91' and:6\ Ai I < 
00. 

Proof: See Ref. 9. Since 91' is barreled, there is 
equality between equicontinuous and bounded sets in Ill'. 

We state now two well-known facts about sesquilinear 
forms. 

Lemma 3.5: Let B be a sesquilinear form on the 
field algebra 9(, B(f,j) is called the quadratic form 
associated with B. Then we have the polarization iden
tity 

B(f, g) = ~ B(f + g,j + g) _1 B(f - g,j - g) 
4 4 

- i B(f + ig,j + ig) + i B(f - ig,f - ig). 
4 4 

Lemma 3.6: A sesquilinear form B is called posi
tive if B(f,j) ~ O. 

A positive sesquilinear form satisfies 

(1) B( f, g) = B(g, f) (Hermitian), 

(2) IB(f, g) 12 <s B(f,f)B(g,g) 

(Cauchy-Schwarz inequality). 

Lemma 3. 7: Let B be a separately continuous posi
tive sesquilinear form on the field algebra. Thenp(f) = 
.JB(f,j) is a continuous seminorm on m. 
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Proof: It follows immediately from the Cauchy
Schwarz inequality that p (.) is a seminorm. Since B is 
separately continuous it has to be hypocontinuous 
(Lemma 3.1) and then p( .) is bounded on bounded sets. 
This however implies the continuity of p( • ) because ~ 
is bornological. 

Corollary 3. I: Every positive separately continuous 
sesquilinear form on the field algebra is jointly con
tinuous. 

Proof: From the Cauchy-Schwarz inequality we find 

IB(f,g) 1 ~ "B(f,f) ..JB(g,g), 

where the right-hand side is clearly a seminorm (Lemma 
3.7) on ~ x ~L 

Similar ly to the Gel 'fand -Segal construction we can 
associate an inner product space with every positive 
continuous sesquilinear form. This inner product space, 
however, is in general not a left module. 

Lemma 3.8: Let B be a positive continuous sesquili
near form on the field algebra. The J(B) = {f E ~; 
B(f,j) = o} is a closed subspace of ~ and K(B) = ~/J(B) 
is a positive definite inner product space. 

Proof: Let rr(f) represent the equivalence class of f 
modulo J(B). Then the inner product in K(B) is given by 

( rr(f), rr(g) = B(f, g) . 

The lemma then becomes trivial. 

4. POSITIVE LINEAR FUNCTIONALS-POSITIVE 
SESQUILINEAR FORMS. RELATIONS AND 
REPRESENTATIONS 

Let W be a positive linear functional on the field algebra 
such that W(l) = 1, Le., W is a state. Then we can as
sociate two sesquilinear forms to W, by 

B(f,g) = W(f*g) and C(f,g) = W(f*g) - W(f)W(g). 

These sesquilinear forms are positive and continuous. 

The Cauchy-Schwarz inequality for B(f,g) = W(f*g) is 
the well-known inequality 

1 W(f*g) 12 ~ W(f*f)W(g*g). 

The Cauchy-Schwarz inequality for C(f,g) = W(f)W(g), 
however improves the previous inequality. Explicitly we 
get 

1 W(f*g) 12 - W(f*f)W(g*g) 

~ W(f * g) W(f) W(g) + W(f * g) W(f) W(g) 

- W(f*f) 1 W(g) 12 - W(g*g) 1 W(f) 12. 

Or if f E ker W, f <i I (W), the inequality reads 

1 W(f*g) 12 - W(f*f)W(g*g) ~ - W(f*f) 1 W(g) 12. 

Lemma 4. 1: Let W be a state on the field algebra. 
Then B(f,g) = W(f*g) defines a continuous sesquilinear 
form, satisfying B(f,j) 2: 0 and B(f,g) = B(1,j*g). Con
versely every positive sesquilinear form on the field 
algebra, satisfying B(f,g) = B(l,j*g) defines a positive 
linear functional. 
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Proof: The first part of the lemma is obvious. Next 
let W(f) = B(l,j). Then this is indeed a positive linear 
functional by W(f*f) = B(l,j*f) = B(f,f) 2: O. Note that 
we do not have to require our positive sesquilinear form 
to be continuous. 

Lem ma 4.2: Let W be a state on the field algebra ~. 
Then C(f,g) = W(f*g) - W(f)W(g) defines a continuous 
positive sesquilinear form, satisfying C(l,g) = 0, 
I/g E~. 

Proof: The positivity follows from IW(f) 12 ~ W(f*f). 
The rest is obvious. 

The nuclear structure of our field algebra leads us now 
to an interesting representation theorem for separately 
continuous positive sesquilinear forms. 

Theorem 4. 1: Let B be a separately continuous 
positive sesquilinear form on the field algebra. Then 

where II = {lI ij} is a positive hermitian matrix, satis
fying~i ·llIi·l< OO,and ITi(f)I< M(f),i.e., Ti E ~{' form 
a bounde'd set. 

Proof: By Lemma 3.8, K(B) is a positive inner pro
duct space, that we can complete in the norm Ilrr(f) 112 = 
B(f,!) to a Hilbert space. The map rr: ~l-'>K(B) c K(B) 
11·11 is continuous and hence by the nuclearity of ~{ has 
the form 9 

rr(f) = ~Ai Ti(f)xi, 

where :01.\) < 00, {TJ c ~(' is bounded, and Ilxill ~ 1. 
Then 

The proof then is completed by setting lIij = Ai (Xi' Xj)Aj" 

Note: (1) For a positive sesquilinear form satis
fying B(f,g) = B(l,f*g), one observes from the proof 
of the above theorem that the vectors of the Gel 'fand
Segal domain for the functional W(f) = B(l,j) have an 
expansion in terms of Gel'fand-Segal Hilbert space 
vectors with summable coefficients. Not all Hilbert 
space vectors can have that property; remember that 

II c 12 • 

(2) We get all separately continuous positive sesquili
near forms on the field algebra via the representation 
in Theorem 4.1, and this is in accordance with Lemma 
3.4. 

Corollary 4, 1: Let B be a separately continuous posi
tive sesquilinear form on the field algebra ~, satisfying 
B(1,1) = 1. The B is uniquely characterized by the re
presentation 

where II = {lIij} is a positive hermitian matriX, with 
~i) II ij I < 00; {Ti} C ~. is a bounded set of continuous 
linear tunctionals; and .0 lIij Ti(l) Til) = 1. 

Proof: This is an immediate consequence of Theorem 
4.1. 
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Remark: A positive linear functional Won the field 
algebra m leads to a continuous positive sesquilinear 
form B, with B( 1, 1) = 1. However, a continuous positive 
sesquilinear form B, satisfying B(l, 1) = 1 can not neces
sarily be written as B(f,f) = W(f*f) , where W is a posi
tive linear functional on m. One is thus tempted to in
vestigate the possibility to describe quantum field theory 
in terms of sesquilinear forms and then axiomatize 
by abstraction. 

5. POSITIVE SESQUILINEAR FORMS-AXIOMS FOR 
A NEUTRAL SCALAR FIELD 

With the notations of Sec. 2, we like to propose axiom 
systems for a quantum field theory. 

Axioms (local field theory) 

A local Field Theory for a neutral scalar field is given 
by a continuous positive sesquilinear form B on the 
field algebra, satisfying 

( 1) B«(a,l\)f,(a,l\)g) = B(f,g) (Lorentz covariance), 

(2) B(f,I1) = 0, 'If E: m (spectrum condition), 

(3) B(f,I2) = 0, 'If E: m (locality) , 

( 4) B(l,l)=l (normalization) . 

Axioms (weakly local field theory) 

A weakly local field theory for a neutral scalar field is 
given by a continuous positive sesquilinear form B on 
the field algebra, satisfying 

( 1) B( (a, 1\) f, (a, I\)g) = B(f, g) (Lorentz covariance), 

(2) B(f,I1) = 0, 'If E: III (spectrum condition), 

(3) B(8f,8g) = B(f,g) (weak locality), 

( 4) B(l, 1) = 1 (normalization) . 

The following example, actually the example in Sec. 2, 
shows the structure of a continuous positive sesquili
near form, satisfying the above axioms. 

Example: 
00 

B(f,g) =:B J dll(q1)" 'dll(Qk) 
k=O 

1 
x - (Kfh(Q1' "', Qk) (Kg)k(Q1" .. , Qk)' 

k! 

where K is the operator defined in Ref. (4). In terms of 
the graphs defining K, we see that B is gotton by integra
ting over internal free legs. 

6. SCATTERING THEORY IN TERMS OF 
SESQUILINEAR FORMS 

We want to describe partial aspects of a scattering 
theory associated with a continuous positive sesquilinear 
form. Our main objective is to show the existence of a 
scattering form. 

Let's denote by Wo the positive linear functional de
scribing a neutral free scalar field of mass m. Further
more, let Wo(f,g) = Wo(f*g). 

Definition 6. 1: Let B be a continuous positive ses
quilinear form on the field algebra ~l and a = {a (t)}a 
one parameter family of continuous linear maps of Ill. 
B is called a-free if the two parameter family 
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of continuous sesquilinear forms has the following limit 
in <B( Ill, Ill) 

lim B t t (f,g) = lim B t t (f,g) = Wo(f,g)· 
tl' t2 -+00 I' 2 tI' t2 """'-00 I' 2 

Theorem 6. 1: Let B be an a-free continuous posi
tive sesquilinear form. Then the following limit exists 

lim B -t t (f, g) = S(f, g) 
t 1 • t2 -+- 00 I' 2 

and is a jOintly continuous sesquilinear form. 

Proof: Let t 1, t2, t 3, t4 > to and f E: A, g E: B where 
A, B E: <B(IJl). 

Then 

IB_ t t (f,g) -B_t t (f,g)I=IB_ t ,t (f,g) -B-
t3

,t2(f,g) 
1'2 3'4 12 

+ B_t t (f,g) - B_t t (f,g) I 
3 I 2 3 I 4 

~ IB-t t (f,g) -B_t t (f,g) I 
I' 2 3 I 2 

+IB_t t (f,g) -B_t t (f,g) I 
3 2 3' 4 

~ IB({a(- t 1) - a(- t3)}f, a(t2)gl 

+IB(a(- t3)f, {a(t2) - a(t 4)}g) I 
~ [B(a(t2)g, a(t2)g)] 1/2 

x [B({a(- t1) - a(- t3)}j, {a(- t 1) - a(- t3)}f)]1/2 

+ [B(a(- t 3)f, a( - t3)f)]1/2 

x [B({a(t2) - a(t4)}g, {a(t2) - a(t4)}g)]112 

Since B is a-free we know the following estimates: 

I B(a(t1)f, a(t2)g) - B(a(t3)f, a(t4)g) 1< El' 

I B(a( - t 1) f, a( - t2)g) - B( a( - t3) f, a( - t 4)g) I < E2 , 

I W o(f, g) - B(a(t1) f, a(t2)g) I < E3 , 

IWo(f,g) -B(a(- t1)f,a(- t2)g) I < E4 , 

provided tv t2, t3, t4 > to and f, g vary in bounded sets 
of Ill. 

Then 

IB_t t (f,g) -B_t t (f,g)l~ [Wo(g,g) + E]1/2 
}' 2 3' 4 

x [B_t -t (f,j) - B_t -t (f,f) - B_t -t (f,j) 
l' 1 l' 3 3' 1 

+ B_ t 3 ,-t
3 
(f,j) ]1/2 + [W o(f,j) + E )1/2 [Bt2 ,t? (g,g) 

- Bt2 ,t 4(g,g) - B t4 ,t2 (g,g) + B t4 ,t
4
(g,g»)1/2. 

U sing the above estimates then gives I B_t t (f, g) -
K t t (f,g) 1< E, hence {B_t t } is a CaucHy 2net in 

3' 4 I' 2 

JC(IlI, Ill) and due to the completeness of JC(m, m) (Lemma 
3.2), {B_t t } converges to a hypocontinuous sesquilinear 

" 2 
form S(f, g). Because of 

lim I B_t t (f,g) I 
t

1
,t

2
-+OQ l' 2 

~ lim [B(a(- t 1)f, a(- t1)f)B(a(t2)g, a(t2)g)]1/2 
t 1 .t2 -+00 

and the fact that [W o(f,j)] 1/2 is a continuous seminorm 
(Lemma 3.7) on III implies that S(f,g) is actually jOintly 
continuous. 
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Definition 6.2.' Let B be an QI-free continuous positive 
sesquilinear form. Then S(f,g) is called the QI-scattering 
form of B. S is again a jOintly continuous sesquiiinear 
form. 

Corollary 6. 1: Let B be an QI-free continuous positive 
sesquilinear form on the field algebra. Then B has an 
QI-scattering form. 

Proof: Obvious. 

Definition 6.3: An QI-free continuous sesquilinear 
form B is called QI-trival, if S(f,g) = Wo(f*g). 

Remarks: (1) Instead of working with B(f, g) cor
responding to W(f*g) one can as well axiomatize C(f,g) 
corresponding to W(f *g) - W(f)W(g). The same axioms 
as in Sec. 5 would apply except for the normalization; 
instead we would require C(l, 1) = O. An QI-scattering 
form would tl1en be expressed by 

one has however to assume that QI(t)l = 1vt. 

(2) Let B be a continuous positive sesquilinear form, 
satisfying the axioms in Sec. 5. The existence and es
sential uniqueness of a one parameter family QI = {QI(t)} 
of continuous linear maps leading to a nontrivial QI
scattering form will be the goal of future investigations. 

CONCLUSION 

We propose to describe quantum field theory in terms of 
sesquilinear forms. This formalism contains the well-
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known Wightman theory. Whereas the latter leads to 
field operators on an inner product space our theory 
only inherits the inner product space. Amongst the most 
general representations that we have to describe our 
formalism, the Wightman theory is characterized by a 
quadratic relation. Our formalism allows a scattering 
theory which means that asymptotically it becomes a 
Wightman theory. 
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The asymptotic behavior of the solution U (x, t) of the Korteweg-deVries equation 
u, + uUx + Uxxx = a is investigated for the class of problems where the initial data does not give 
rise to an associated discrete spectrum. It is shown that the behavior is different in the three regions 
(i) x ~ t 1/3, (ii) x = OCt 1/3), (iii) x < - t 11.1. Asymptotic solutions in each of these regions are 
found which match at their respective boundaries. One of the Berezin-Karpman similarity solutions 
is the asymptotic state in (ii) and u (x. t) decays like 1/t 213 in this region. For region (i) there 
is exponential decay, whereas in region (iii) the structure of u (x. t) is highly oscillatory and the 
amplitudes of the oscillations decay as 1/ t 112 when - xl t is of order unity. For x/I large and 
negative these amplitudes decay at least as 1/(- xlt)1/4 t l!'. 

1. INTRODUCTION 

In recent years there has been considerable interest in 
certain classes of nonlinear evolution equations which 
arise in a large number of physical contexts. In par
ticular, special attention has been paid to the classical 
Korteweg-deVries (KdV) equation1 which was first 
suggested in order to describe the development and 
propagation of moderately small amplitude shallow 
water waves. In a truly remarkable paper, Gardner, 
Green, Kruskal, and Miura2 outlined a method by which 
one could obtain the general solution to the KdV equa
tion once appropriate initial data is given. 

Essentially, the ideas are the following. By judiciously 
considering the eigenvalues of the equation 

t{; xx + [i\. + (u/6)jt{; = 0, (1.1) 

where the potential u(x, t) satisfies the KdV equation 

(1.2) 

on -co < x < co, it is possible to relate the solution of 
(1.2) to a linear integral equation so long as the initial 
data decays sufficiently rapidly as I x I -- co. The integral 
equation is the same one found by Gel 'fand and Levitan3 

to solve the inverse scattering problem. Indeed, the 
solution to (1.2) is given by 

d 
u(x,t) = 12

dx
K(x,x,t), (1. 3) 

where K(x, y; t) for y > x satisfies the Gel 'fand - Levitan 
integral equation 

K(x, y; t) + B(x + y; t) + fxoo K(x, z; t)B(y + z; t)dz = 0 

with (1.4) 

B(~;t) = 2~ 1-: bo(k)e i (kP8k
3
t)dk + 6 C;(0)e-~g+8K~t. 

n (1. 5) 
In Eq. (1. 5), b o(k) is the reflection coefficient corres
ponding to the initial condition 

u(x,O) = g(x) (1. 6) 

and Cn (0) corresponds to the amplitudes of the discrete 
eigenfunctions of (1.1). The terms corresponding to the 
discrete eigenvalues (i\. = - K~) of (1.1) directly re
late to a sequence of permanent traveling waves with 
wave speeds 4K;. For large times, these traveling 
waves or solitons appear as separate extremely stable 
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waves having the form 

u(x,t) = 12K; sech2Kn(x - xn - 4K;t). (1. 7) 

Neglect of the reflection term in (1.5) leads to an exact 
solution of (1. 4) first found by Kay and Moses. 4 Gardner, 
Green, Kruskal, and Miura pointed out how these ideas 
could be used to predict the number of solitons which 
emerge from arbitrary initial conditions as well as the 
interaction properties. Indeed, these waves do not in
teract strongly in the sense that no radiation is produc
ed; they pass through each other without change of shape 
and the only interaction memory is a phase shift. 

To date, the important question of the decay of the initial 
data when no solitons are produced is yet unresolved. 
In this paper, we deduce the longtime structure for the 
solution of the KdV equation when the initial data does 
not give rise to discrete eigenvalues on (1.1), and de-
c ays sufficiently rapidly as I x I -- co. The KdV equation 
is Galilean invariant but this choice of boundary con
dition fixes the reference frame. A sufficient condition 
for the Cn(O)'= 0 is that g(x) < 0 for - co < x < co. 

Consider (1. 5) with Cn = O. A stationary phase analysis 
suggests that when t is large, and x/t is negative and 
finite (specifically x «-t 1/3), the structure of B(x, t) 
and ultimately u(x, t) for x « - t 1/3 is hlghly oscillatory. 
The oscillation amplitudes decay as IN t. We also show 
that a "mean" contribution of O(I/t) plays a crucial role. 
For x/t positive (specifically x » t 1/3)B(x, t) and ulti
mately u(x, t) for x » t 1/3 decays exponentially. In the 
middle regime the stationary points of the phase in the 
integral for B(x, t) coalesce. In this region, the struc
ture of the solution is deduced by recognizing that 
essentially B(x, t) takes the form 

B(x;t) ~ bo(O) A(~) + ... 
t 1/3 t 1/3 ' 

(1. 8) 

where 

AC :13) = 2~ 1-: exp{i[k(x/t 1/3) + 8k3j}dk. (1.9) 

Expressions (1.8) and (1.9) suggest that in this regime 
a consistent solution to the Gel 'fand-Levitan equation 
may be found by looking for a solution for K(x, y, t) of 
the form 

K(x,y,t) = (l/t 1I3)K s (X, Y) + "', 

X=X/t 1 / 3 , Y =y/t1/3. (1.10) 

Substitution of (1.10) and (1.8) into (1.4) results to 
leading order in a canonical Gel'fand-Levitan integral 
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equation for Ks with x,y, and z replaced by xiI 1/3, 
yll 1/3, and zit 1/3, respectively. In this way the para
meter I is eliminated. This implies that u(x, t) must 
have the form 

u(x,t) = (lit 213)F(xll 1/3), 

within - t 1/3 < X < 11/3. 

However, since the integral 

LOO 

K(x,z)B(y + z)dx 

(1.11) 

(1.12) 

involves the behavior of the functions K(x, z) and B(y + z) 
in the region z ~ 0(t1/3 ) care must be exercised in 
obtaining (1.11). However, we will show that for z ~ 
0(1 1/3),B(y + z) and K(x,z) are exponentially decaying 
and thus the contribution of these functions to the integ
ral is negligible. Nevertheless, we still emphasize that 
the preceding argument is merely meant to be sugges
tive. Confirmation that the choice (1.11) is correct re
lies on a successful matching of the asymptotic solutions 
of the three different regions. 

Similarity solutions which are precisely in the form 
(1.11) have been examined by Berezin and Karpman. 5 

They investigated the properties of the similarity solu
tion and showed that there is a three parameter mani
fold of solutions. Only one solution, however, has the 
necessary properties which will match the exponential 
decay for large positive xlt 1/3 and the rapidly oscil
lating structure for large negative xlt 1/3. 

The fact that,for large negatIve (xlt 1/3),u(x,t) is rapid
ly oscillating suggests that the Whitham,6 Kruskal and 
Zabusky 7 WKB approach may provide a relevant des
cription in this region. Specifically, we examine the 
WKB theory and show that in a certain limit, the solutions 
obtained from this approach agree with the Berezin
Karpman similarity solution. Of interest is the appear
ance of a mean term which decays like lit and which is 
produced as the DC component of a quadratic self
interaction of the rapid oscillation. 

The results obtained from this theory suggest the form 
in which an asymptotic (large t) solution can be obtained 
for the Gel 'fand - Levitan equation in the x ~ - t1 /3 

regime. We show that 

K(x,y,t) ~M(~x,~,t) + Jrlh(~X,~) 

exPt9(-X;y,t)]+(*)~ + "', (1.13) 

where 

9(- x t) = 2 (- x)3/2t + 90 , 3 --124 t 
and (*) denotes the complex conjugate, provides the re
quired asymptotic representation of the solution in this 
regime. The first term plays the role of the mean. 

The solution to the KdV equation therefore has the fol
lowing structure as t -; + <Xl. For xlt 1/3» 1, 

u(x,t) ~ ~ 0r/\0~ (/2 fyl2) 

x exp [- 31 (fr /2t
] 

for I x lit 1/3 = 0(1), 

1 
u(x, t) ~ t 2/ 3 /(1/) 

and for xlt 1/3 « - 1, 

-x 
where 1/ = :;]73; 

t 
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+ .•.. , (1. 14) 

(1.15) 

31/4 (- X)1/4 b 1([(1/12)(- xlt)]1/2) 
u(x t) ~-- -

, .../rTt t 1-tlbl([(1/12)(-xlt)]1/2)12 

( 
b1WI12)(- xl!)) ) 2 

x 1 _ ~ I b ([(1/12)(- xlt)]1/2) 12 + ... , 
4 1 (1.16) 

where b 1 (k) is the reflection coefficient corresponding 
to the initial condition u(x, 0) = g{- x). The analysis in 
the region x « - I 1/3 is not straightforward and relies 
on using the reflection properties of solutions to the 
KdV equation in order to avoid having to know the be
havior of K(x,z) andB(y + z) in the integral (1.12) for 
values of the arguments corresponding to the regimes 
I z I = 0(11/3) and z » t 1/3. In addition, for I z lit 1/3 = 
0(1) and t -; <Xl, the quantity h(- xlt, - ylt) in (1. 13) 
undergoes a rapid transition as y -; x. The expression 
for the mean quantity M(- xli, - xlt) is then not readily 
differentiable. In order to find the correct asymptotic 
behavior for the mean component of u(x, t) == 12(dl dx) 
K(x, x, t), the differ entation must be carried out before 
the asymptotic analysis is completed. 

From (1.14) and (1.16) a particular choice of similarity 
solution (out of a three parameter family) is necessary 
in order to have the proper asymptotic behavior. This 
solution occurs so long as the coefficient of the expo
nentialdecay in (1. 14) is below a crucial constant. 
Berezin and Karpman point out that this coefficient [in 
our case 31/ 4 1 bo(O) II/if must be less than 0.8 in order 
for a numerical integration of the /(- xlt 1/3) equation 
to lead to oscillatory behavior for xlt 1/3 « - 1. In our 
case, the maximum allowable value of 31/4 1 bo(O) 1/{i1 is 
31/41..f7i::::J 0.74. 

Recent work by Zakharov and Shabat8 and Ablowitz, 
Kaup, Newell, and Segur 9 has shown that the inverse 
scattering method is applicable for other nonlinear 
evolution equations. In particular, the equation 

(1.17) 

which describes the evolution of an almost monochroma
tic wave train in a dissipation free system10 , 11 has been 
solved. When Q' == - 1, the scattering problem is self
adjoint and thus only the continuous spectrum arises. In 
this case, the asymptotic solution is given, for all x, by 

u(x t) ~_1_ b o(- xl4t) ei(x2/4t)-i(1T/4) + 
, 2.fiii:l-tl b o(-xI4t)12 (1.18) 

The reflection coefficient b o(k) is determined from the 
initial conditions. When Q' == + 1, the final state is one of 
individual and paired permanent waves (corresponding to 
the discrete spectrum of the scattering problem) super
imposed on an algebraically decaying field of self-simi
lar form, much like (1.18), which arises from the con
tinuous part of the spectrum. Note for t large, x == 
O(t 1/2), (1. 18) reduces to the similarity solution found 
by Benney and Newell. 10 

2. SIMILARITY SOLUTION FOR THE KdV EQUATION 

We seek solutions to the KdV equation (1. 2) in the form 
suggested in the previous section 

u(x, t) == (lit 2/3)/(1/), 1/ == - xlt 1/3, (2.1) 
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and obtain the following ordinary differential equation 
for I, 

3/", + 3/1' + 21 + T/I' = O. (2.2) 

From the Gel 'fand - Levitan equation (1. 4), we expect 
the relevant solution as T/ --7 - co is the one which decays 
exponentially 

In Ref. 5 it is shown that if we begin at T/ = - co with 
(2.3) for lal < 0.8 and integrate through to T/ = + co 
with (2.2), the asymptotic state on the right is 

(2.3) 

(2.4) 

As previously mentioned, the fact that the reflection co
efficient is less than unity ensures that this solution 
branch is achieved. In order to obtain the criterion for 
matching, we derive (2.4) as well as its next correction. 
For T/ large and positive, the dominant terms in (2.4) are 
the first and fourth provided that the order of 1 is less 
than the order of T/ for large I. For convenience we use 
the small parameter 10 (0 < 10 « 1) to scale T/ 

T/ = ~/E (2.5) 

and anticipating the result, scale 

1 = (II E1/4)g. (2.6) 

Introducing the fast scale 

to describe the fine OSCillatory structure in addition to 
the order one scale ~. By usual two-timing considera
tions 

d h a a -=---+-. 
d~ E3/ 2 ao a~ 

(2.7) 

Substitution into (2.2) gives us the equation for g(O,~) = 
go + E3/4g1 + E3/2g2 + "', 

. ~(3h'3 £ + ~h' l...-) + 10 3 / 2 (9h'h" E 
~ ao 3 ao ao 2 

+ 9h'2 ~ + ~ ~ + 2)~ 
a02a~ a~ ~ 

x (go + E3/4g1 + E3/2g2 + E9/4g3) 

_ - 3 10 3 / 4 (h' l...- + 103/2 l...-) 
- 2 ao a~ 

x [g~ + 2E3/4g~1 + ~3/2(g~2 + gm. (2.8) 

Solving iteratively, we find 

go = B(~)ei(J + B*We-ie , (2.9) 

g1 =AW + -1-B 2e 2ifJ + _1-B*2e-2ie (2.10) 
6(h')2 6(h')2 ' 

with the following side conditions which are necessary 
to remove 0 2 and e terms at the orders O(E3/ 4),O(E 3/ 2) 
and O(E 9/ 4): 

(h')2 = t~, (2.11) 

2~ dB _lB = 3ih' (_l-BB* + A\B 
d~ 2 6(h')2 ') , 

(2.12) 
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dA d 
~ d~ + 2A = - 3 d~ (BB*). 

Solving, and writing 1 in terms of T/, it is found that 

1/4 i [(2/3.[3)1]312_(3/ 4.(3)d21og 'I'e oj 
1 = dT/ e 

(2. 13) 

+ (*) - d 2T/-1/2 + .... (2.14) 

Note that while the structure of the solution is found, the 
amplitude d remains indeterminate, and via (2.3) and 
(2.14) it is not clear how a and d are related. 

3. ASYMPTOTIC EVALUATION OF THE GEL'FAND
LEVITAN EQUATION 

In this section we outline a procedure by which consis
tent asymptotic solutions to the Gel 'fand - Levitan equa
tion (1. 4) may be obtained. We require that the initial 
data u(x, 0) gives no discrete eigenvalues in the corres
ponding Schrodinger equation; namely, no solitons are 
present. As previously discussed the solution has dif
ferent representations in the three regions (i) x» t 1/3, 
(ii) x = OU 1/3), (iii) x « - t 1/3. In region (i) the as
ymptotic solution may be found by using the asymptotic 
expression for B(~, t) and iterating successively on the 
Gel 'fand - Levitan equation. In region (ii), one may ob
tain an expression for the long time behavior of B(~,t) 
in terms of an integral closely related to the Airy func
tion. In this regime, successive iteration on the Gel '
fand-Levitan equation does not lead to a uniform asymp
totic expansion for K(x,y,t) and u(x,t). Nevertheless, 
as discussed in the introduction, the structure of the 
solution in this region is suggested by the long time 
behavior of B(~, t) to be (II t 2/3)/(- xlt 1/3). In region 
(iii), one can again successfully solve the Gel 'fand
Levitan equation from a knowledge of the asymptotic 
behavior of B(~, t). However, the analysis is more subtle 
for several reasons and involves the successive inter
action between a mean-like term and a rapidly oscillat
ing term which is in phase with B(~,t). These inter
actions arise from the integral term 

fxoo K(x,z)B(y + z)dz (3.1) 

in the Gel'fand-Levitan equation. 

The analysis in region (i) is the most straightforward . 
Given 

B(t t) = ~ 100 
b (k)eikt+8ik3tdk 

<" 21T -00 0 , 

a steepest descents analysis yields 

1 bo(i"JV24t) 3/2 
B(~ t) ~ -- e-(2/3.f24)(IJt) t + ... 

, .J961Tt [(1/24)(~/t)J1/4 
(3.2) 

for t large and lOjitive and ~/t positive and nonzero. 
[Note that b oU ~ 24t) is real]. The steepest descents 
analysis requires that the integration contour be moved 
from the real k axis so that it passes through one of the 
critical points k = + i.fV24i. Therefore, in order for 
(3.2) to hold,bo(k) can have no poles between the original 
and the new contour. Note that there cannot be any poles 
in the intervening region as the poles of bo(k) in the 
upper half plane are related to the solitons, which we 
have assumed not to be present. However, if solitons did 
exist, the present analysis would, with modified reflec
tion coeffiCients, describe the state in the region V st » 
x where V s is the speed of the slowest solitary wave. 
Since the integral (3.1) will have terms which are not 
only algebraically but exponentially smaller than B(~, t) 
it is consistent to leading order to set 
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K(x,y,t) ~ -B(x + y,t) 

_ ~ b oCiv' (1/24)[(x + y)/t]) 

- ..J 96rrt {(1/24)[(x + y)/t]}1/4 

X e (-2/3124)[(%+y)/t] 312 t + .... (3.3) 

From (1. 3), we readily deduce the asymptotic state of 
u(x,t) for x/t 1/3» 1, 

3
1
/ 4 (X)I/4 ~. X) '" / 3/2 u(x t) ~ -- - b ZJ- e(-2/3v3)(% t) t (3.4) 

, .f1ii t 0 121 

which for small x/t agrees with the Karpman similarity 
solution if we take 

(3.5) 

Note in particular the requirement that Ibo(O)I:$ 1 im
plies that I a I :$ 31 / 4 /IW. 
The analysis in region (iii) (x/t 1/3) « - 1 is not straight
forward since the integral (3.1) requires that we must 
use the long time behavior of B (~, t) in the three regions. 
However, we will circumvent this difficulty by using 
some reflection properties of the KdV equation (1. 2). 
We can readily see that if u = f(x, t) is a solution of (1. 2) 
with u(x, 0) = g(x), then u = + f(- x, - t) = f R (x, t) is a 
solution with u(x, 0) = g(- x) = g (x). Let us look, 
therefore, for the solution f R (x, // in the limit t -> - <Xl 

X > 0 and then after completing the analysis relate this 
to f(x, t) as t -> + <Xl. Suppose the reflection coefficient 
corresponding to g(- x) is b1 (k). Then, 

BR(~,t)=~ Joo bl(k)e-iltl[k(t/t)+8k3Jdk (3.6) 
2rr -00 

and using a stationary phase analysis 

B (~, t) ~ {3 b (- ~) eiS(t,t) + (*), (3.7) 
R t--oo (I t 1)1/2 t 

where {3, e, and b are given by 

(3 = 1/v'961T , 

b~- ~) = b1(..J(1/24)(- Ut)) , 
\ t [(1/24)(- ~/t))1/4 

(3.8) 

e(~, t) = (2/3"V'24)(- Ut)3/2 It 1- rr/4. 

Given that the initial data satisfies the condition 

J Ig(-x) 1(1 + Ixl)dx< <Xl 

it has been shown by Faddeevl2 that the Gel 'fand- Levi
tan equation can be solved by a Neumann series. At 
first glance, it appears that the series generated in t~is 
way is not asymptotic as It 1-> <Xl, but on closer examI
nation it is possible to isolate the leading asymptotic 
contributions of each of the terms of the Neumann 
series and hence of K(x,x; t). The dominant terms con
sist of two essential parts; one part is an OSCillatory 
component in phase with BR with amplitude proportional 
to 1/1 t 11/2 and the other part is an order one mean 
component generated by the D.C. interaction of K(x, z) 
with B (y + z). In what follows we show how these 
terms Rcan be obtained by appropriately analyzing and 
then summing the Neumann series. After obtaining 
these results we remark on how this solution may be 
obtained by directly applying stationary phase analySiS 
to (1. 4). It is convenient to rescale variables, 

x=xltl, y=yltl, z=zltl, (3.9) 
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whereupon the Gel 'fand- Levitan equation (1. 4) reads 

H(x,y, I t I) + BR(x + y) 

+Itl J':' H(x,z,ltI)BR(y+z)dz=O, (3.10) 
x 

whereK(x,y,t) = H(x,y,lt I). 

We write 
00 

H(x,y, It I) = L; Hn(x,y, It I) 
n~O 

(3.11) 

and solve (3.10) recursively. The first term in (3.11) 
is given by 

Ho(X,y, It I) ~ - BR(x + y) 

= - [(3b(X + y)/1 t 11/2] eiE1(x+y) + (*) + ... (3.12) 

where e(x + y) = (2/3..J24)(x + y)3/2 It 1- 1114 and f3 and 
b are as given in (3.8). The second t~m Hl (x,y, I t I) con
tains two components, one of which (H l ) is an order one 
mean term when y = x and the second (H l ) is a rapidly 
oscillating term, always of order II I t I , which is essen
tially the second harmonic of the oscillation eiS(x+y). 
The latter term plays no central role in the analysis; 
it does not return at subsequent order to reproduce first 
harmonic terms of order 11 It 11/2 and to this order can 
be omitted. In what follows we will only write down the 
terms which ultimately provide the prinCipal contribu
tions (as I t I -> <Xl) to H 1> H 2' etc. The asymptotic analy
sis on these leading order contributions is postponed 
until some subtle pOints connected with the analysis are 
discussed. We find, 

Hl(x,y, It I) ~ H1(x,y, It I) 

= (32 1-00 
b(x + z) b* (y + z) eilEl(i+i)-S(y+i)] dz + (*). 

x 

(3.13) 
The next term H 2(x ,y, I t I ) has a leading order contribu
tion denoted H~I) (x ,y, I t I) wh~ch _is_generated by the. 
interaction between the mean HI (x , z, I t I) and the OSCil
latory BR (y + z). A stationary phase analysis shows 
this term to be in phase with BR (X + y) and of order 
1/ I t 11/2 : 

H 2(x,Y, It I) ~ HP)(x,y, It I) 

= _ f3 31 t 11/2 Loo Loo 
b(y + z) b(x + k) b*(z + k) 

x x 

(3.14) 

Thereafter, the pattern repeats. The prinCipal contribu
tion to H 3(x,Y, I t I) is a mean like term which we call 
B 3 (x,y, I t I) (order one and, for large I t I, independent 
of I t I when y = x). This term is generated by the DC 
component of the product of H J 1) (x, z, I t I) and B R (X + z) 
in the integral J; HP)(x,z, It I)B1i(x + z)dz and is 
given by 

H 3(x,Y, It I) ~J[3(x,y, It I) 

= f34 It I 1_001-001-co 
b*(y + z)b(z + l)b(x + k)b*(k + f) 

x x x 

x eilS(i+l) + S(X+k)-S([+k)-S(y+z)]didkdl + (*). (3.15) 

The prinCipal contribution of H 4 (x ,y, I t I ) is a term of 
order 1/ It 11/2 for large I t I and in phase with both 
BR(x + y) and H~I) (x,y, It I): 

H 4(x,y, I t I) ~ HJl) (x,y , I t I) 

= - (35 It 1 3/ 2 1-'''' J':' 1-00 1-00 

b(y + Z) b* (z + m) 
x x x x 
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x b\m + I) b(x + k) b* (k + 1) 
X ei[ e(ji+i)+e(m+l) +e(x+ k)-e(t+i)-e(i+ m)] 

X dzdkdldm + (*). 

The principal contribution in H 5 (x, y, I t I ) will be a 
mean-like H 5 (x,y, I t I) given by 

H5(x,y,ltl)~H5(x,y,ltl) 

= (361t 12 J~ J~ f~ f~ f~ b*(y + z)b(z + n) 
x x x x x 

x b*(n + iii) b(rn + 1) b(x + k) b*(ii + 1) 

(3.16) 

(3.17) 

The asymptotic ( I t I -7 co) behavior of the principal con
tributions can be determined by means of stationary 
phase methods. Specifically, we shall repeatedly use 
the result given by Lewis,13 that 

fD g(p) eiA.</l(p)dp ~ (2;) n/2 [det(¢jk)]-1/2 

g(q) eiA</> (q)+(i1T/4) sig(</>j k) , A -7 co, (3.18) 

where the domain of integration D is in En (n-dimen
sional Euclidean space) and contains one stationary point 
at p = q, i.e., gradp ¢ = o. ¢ k is the matrix of second 
partial derivatives evaluateJ at the stationary point. 
Finally, sig¢jk is the sum of the signs of the eigenvalues 
of (¢ k)' There are some slight modifications which we 
shall} need. Consider n = 2 and, in particular, the integ
ral given in (3. 14Uor H~l)(x,y, I t I). The stationary 
point is at z = x, k.= Y and lies on the boundary of D. 
In this case the contribution from the stationary point 
will be t that given above. However, we are primarily 
interested in u(x, t) = 12(d/dx)K(x,x, t) = (12/ I t I) 
(d/dx) H(x,x, I t I). But when y = x (implies y = x), the 
stationary point lies at the corner of D. The principal 
contribution is then t that given above. It has been 
shown14 that the transition from the value t to t as 
the stationary point (x ,y) tends to the corner (x ,x) along 
the boundary of D involves Fresnel-like integrals. The 
change takes place fairly abruptly in the region 
y - x = 0(1/1 t 11/2), i.e. the transition is smooth but 
involves derivatives which are of order It 11/2. A 
similar situation occurs in the higher order integrals. 

Applying the stationary phase formula (3.18) (suitably 
modified at all corners of D) to the sequences Ho,Hi1 ), 

Hi1 ), and Hl> [[3 and [[5 a pattern is seen to emerge and 
the result to all orders (in bb*) can be generated. Using 
the definitions (3.8), we find 

K(x x' t) ~ - (3b(2x) 1 eie(2x) + (*) 
, , I t 11/2 1 - t I b1 (v'x /12) 12 

dz + 2{32 1-"" b(x + z) b* (x + z) ---:---:r;;';"'===;==:-::-
x 1-alb1(J(x+z)/241 2 

(3.19) 
where a = t when z - x = 0(1) and a = t when z-x = O. 

Before discussing the derivation of u(x, t) from K(x,x; t), 
it must be mentioned that the result for K(x,y; t) and 
hence K(x,x; t) can be obtained in a surprisingly direct 
manner. Looking for a solution of (1. 4) as I t I -7 co of 
the form 

K(x,y, t) ~ M(x,y; t) 

+ (1/ltI 1/ 2)h(x,y)eie(x+ji)+ (*) + ... , (3.20) 
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yields the relation 

M(x,Y;t) =-(3 f'" h(x,z)b*(y + z)eHe(x+i)-e(Y+2)] 
x 

and 
x dz + (*) (3.21) 

eie(i+Y)[h(x,y) + b(X + y)] 

- It I J"" f"" h(X,k)b*(z + k)b(y + z) 
x x 

X ei[e(x+k)-e(Z+k)+e(Y+i)] dzdk = 0, (3.22) 

after neglecting all terms of order 1/ I t I. Equation 
(3.22) is readily solved by use of the stationary phase 
result (3.18) to find 

.----
h x - _ - {3b1 (v' (x + y)/24) ___ --:-_1 __ ---:-_ 

( ,y) - [(x + y)/24]1/4 [1- a I b1(v'(x + y)/24)12] 

(3.23) 
with a as previously defined. Similarly, the mean agrees 
with (3.19) when y = X. Since the jump in a remains 
localized about y - x = 0(1/1 tI 1/ 2 ) the basic assump
tions in deriving (3.20-3.23) remain satisfied and agree
ment with the Neumann series is established. 

Finally, in order to compute u(x, t) = (12/1 t I) (d/dx) 
H(x,x; I t I) from (3.19) some care must be exercised. 
Naively, it might be suspected that, in the second term 
of (3.19), a should take the value ~ which is its value 
for most of the range of integration. However, proceed
ing in this way, the mean term does not quite match to 
the Berezin-Karpman Similarity solution given in (2.14). 
The difficulty is the existence of the rapid transition 
(which we loosely call a hiccough) in h (x, z) as z -7 X. 
Therefore, even though the expression (3.19) is a valid 
asymptotic representation for H(X,x, I t I) it is not 
readily differentiable. It is "allowable" to differentiate 
the rapidly oscillating term since the prinCipal contri
bution to u(x, t) comes from the differentiation of the 
rapid phase e(2x) and therefore to leading order the 
hiccough may be ignored. To determine the mean of 
u(x, t), however, it is necessary to differentiate the ex
preSSion for H(x,x, It I) before the asymptotic analysis 
is attempted. 

The differentiation of [[1 (x, x) is straightforward since 
a does not enter in (3.13). The differentiation of 
[[3 (x, x, I t I) can be carried through after first making 
the transformations 

z + x = "i' , k + x = k' , 1 - x = l' (3.24) 

to remove the explicit x dependence from the integrand. 
The domain of integration in the variables z' , k' , and l' 
is (2x,co), (2x,co) and (0, co) and differentiation with res
pect to x yields two integrals which may be evaluated by 
statio!!ary phas!l methods (here again the stationary 
point k' = 2x, l' = 0 is on the corner of the domain) and 
which yield equal contributions. The differentiation of 
H5 (x, x, I t I) may be carried through after first making 
the transformations 

z + x = z' , k + x = k', m + x = m', 1 - x = l' , 

n - x = ii'. (3.25) 

The domain of integration in the variables z', k', m', V, 
and n' is (2x, co), (2x, co), (2x, co), (0, co), and (0, co) and 
differentiation with respect to x yields three integrals 
(each of four dimensions) which may be evaluated by 
stationary phase methods (stationary pOint k' = 2 x, 
iii' = 2x, [, = O,n' = 0 is on the corner of the four dimen
sional domain). Each of the three integrals yield equal 
contributions. In four dimenSions, the contribution from 
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a stationary point which lies at a corner is fu of the con
tribution of a stationary point which lies in the interior. 
Again, after calculating the first few terms a pattern 
emerges. Writing the mean of u(x, t) as u(x, t), we find 

31
/
2 I !=/.in 12 u(x, t) ~ - -1T- b1 (vx/12) 

x~ + :21b 1 (Jx/12) 12 + :41b1 ("x/12) 14+ ... J. (3.26) 

The next term in the mean of H(x,x, I t I ),H7 (X,x, I t I) 
will be a seven dimensional integral. A transformation 
similar to (3.24) and (3.25) yields four integrations 
from (2x,~) and three from (0, ~). Differentiation pro
duces four integrals whose asymptotic behavior can be 
evaluated by stationary phase methods where the sta
tionary points are corners of the domain of integration. 
The four integrals produce equal contributions and add 
a term (4/2 6 ) I b1 (v'x112) I 6 inside the bracket in (3.26). 
In general, we find H 2,,+1 (x, x, I t I) yields a contribution 
of [(n + 1)/22 ,,] I b1 (vx/12)12n inside the bracket in 
(3.26). The coefficients of this series can be summed to 

1 + f; n + 1 1 b 1 ( Ix) 1

2n 
1 

n=1 22n J 12 = [1- i I b1 (i/12) 12)2 

(3.27) 

x e(2i/3.f3)i 3/ 2 I t 1+ in/4 + (*) 

(
31 / 4 b1 (.JX,712) )2 1 

- Ii [1 - i I b1 ("X/12) 12] x 1 / 2 I t I 
_ x 

, X=-. 
I t I 

(3.28) 

In order to find the long time behavior of u(x, t) when 
u(x,O) = g(x), we make the Sign reversals 

x~-x, t~- t 

and find the asymptotic behavior of u(x, t) which is given 
by (1.16). For small values of - x/t, (3. 28) to this order 
agrees precisely with the Berezin-Karpman Similarity 
solution (2. 14) for large - x /t1 / 3 • The undetermined 
amplitude d in both the Berezin-Karpman solution and 
the solution arising in the WKB formulation [see Eq. 
(3.33)] is therefore given by 

d = (- 31/ 4/1i) [b 1 (0)/(1 - i I b1 (0) 1 2 )]. (3.29) 

For large - x/t, if 

(3.30) 

we find 

u _ _ C e(2i/3.f'J)(-x/t)3/2t+in/4 + (*) 
(_ x/t)1/4 t1/2 

(- x/t)3/2 t 
C a constant, (3.31) 

which agrees with the similarity solution (4.34) found 
from a WKB formulation. 

4. WKB THEORY 

In this section, we describe the solution in the range 
x « - t1/ 3 using a WKB approach. While the results 
in this case merely corroborate our previous analysis, 
in general it may provide the only feasible means for 
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examining the region of rapid oscillation. The idea of 
this method is to average out the fine oscillations and 
describe the dynamical evolution of the parameters re
lated to the coarse structure. We introduce the scales 

e=6(X,T), X=p,x, 
p, T = p,t, 

where p, is a measure of the ratio of the fine to the 
coarse structure. Defining 

we find 

(4.1) 

(4.2) 

a a a a a a 
ax = k ae + p, ax' at =- wail + aT' (4.3) 

Substituting (4.3) into (1. 2) and looking for solutions 

u =f(e,p,) + p,U(1) + p,2 u(2) + "', (4.4) 

f satisfies the ordinary differential equation 

- wf' + kff' + k 3f'" = 0 (4.5) 

which, when integrated twice, gives 

i k 21'2 + t J3 - i cf2 = Ed + E2, (4.6) 

where E1 and E2 are integration constants and c = w/k. 
Solutions which are 21T-periodic may be written 

f={3+(a-{3)cn2(K~') 81m), m=~=~, (4.7) 

where 

a + {3 + y = 3c, 

a{3 + ay + {3y = E1> 

and 
"(a - y)/12 (1/k) = K(m)/1T. 

(4.8) 

(4.9) 

(4.10) 

(4.11) 

In the above formulas K(m) is the complete elliptic in
tegral of the first kind. All the quantities, a, {3, y, E 1 , 

E 2' k, and ware functions of the slow variables X and 
T. In order that u be periodic, certain compatibility re
lations must be satisfied. These are (4.11), conserva
tion of waves 

(4.12) 

together with two relations on E1 and E2• It is conven
ient to eliminate the four variables w, k, E 1, and E2 in 
terms of the three roots a, {3, and y. The following rela
tions were obtained by Whitham 6 : 

(aaT + a 1 a~) ({3 + y) = 0, (4.13) 

(~ + a2~) (y + a)= 0, 
aT ax (4.14) 

(~ + a3~) (a + {3) = O. 
aT ax (4.15) 

The propagation speeds a1> a 2 , and a 3 are given by 

a - {3 K 
a1 = c---

3 K-E 
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a-(3 a2 := c---
3 

a-(3 a3 := c +--
3 

(1 - rn)K 

E - (1- rn)K 

(1- m)K 
mE 

, (4.16) 

where c:= t (a + f3 + y) and K(m) andE(m) are the complete 
elliptic integrals of the first and second kind, respec
tively. For small m ,f tends to a cosine whereas for 
m ~ 1, f tends to a solitary wave. W.e examine the small 
m limit and show that these solutions take on the form 
of the similarity solution. In powers of (a - (3)/4 (which 
we call B), the wave speeds are 

a1 := y - B + [B2/2(a - y)] + "', 

a 2 := y + B + [B2/2(a - y)] + "', 

(4.17) 

(4.18) 

a3 = A - [B2/(a - y)] + "', A = [(a + (3)/2]. 

(4.19) 

It may be verified that to this order a3 ~ ]=y + (a -(3) x 
E(m)/K(m) = mean of f. Substituting (4.17)-(4.19) 
into Eqs. (4.13)-(4.15) and appropriately combining the 
first two equations, we obtain 

r~ + (y + B2 ) ~l (A + y) + 2B aB = 0, 
LaT 2(a - y) axJ ax 

(4.20) 

r~ + (y + B2 \~J B + i B ~ (A + y) = 0, (4.21) 
LaT 2(a - y») ax ax 

r~ + IA-~)~J A = o. 
LaT \" a-yax 

(4.22) 

We will show that the Similarity solutions of these equa
tions agree with those found in Sec. 2. Since the equa
tions were derived on the basis of small B, to first order 
we have 

(~ + y ~) (A + y) = 0, aT ax (4.23) 

I~+A~) A =0. \aT ax (4.24) 

The only Similarity solution which is consistent with 
a - y positive and order one is 

y := + X/T, A:= O. (4.25) 

Looking for solutions B of the form (-X)PTq in (4.21) 
then q + p + 1 := O. If, in addition, we demand that the 
solutions match to the Similarity solution then p = t. 
Formally, therefore, set 

A := _1_ A(77) , B = _1_ 13(77), 
T2/3 T2/3 

y := T;/3 Y"(77), 1/ := - T~3 (4.26) 

in (4.20)-(4.22). The resulting equations are satisfied 
to 0(77-2 ) by 

..4=0, )1=-1/, B=d1/1/4_(d3 /32)1/-5/4. (4.27) 

To leading order, the mean is given by, 

(4.28) 
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The phase function 8 satisfies the equation 

8 T + c8x = 0, c = y/3 =X/3T, 

which integrates to give 

8 = F(- X/T1/3). 

(4.29) 

(4.30) 

To leading order, this solution may be identified with 
the Similarity solution by the choice 

F = (2/3-13) (- X/Tl/3)3/2 (4.31) 

and then the phase 

8 = 8/M = (2/3-13) (- X/t1/ 3 ) + 80 , (4.32) 

For large t, therefore, the WKB approach leads to solu
tions which have the form 

u~~ 771/4ei(2/3l3)~3/2 +(*)_ d
2 + .... 

t2/3 t2/ 3 77 1/ 2 (4.33) 

These solutions correspond to the Similarity solution 
found in Sec. 2 and as previously discussed, in the small 
amplitude limit, the oscillation amplitude d is indeter
minate. Note also that (4.33) suggests the form in 
which to seek asymptotic solutions of the Gel'fand
Levitan equation (1. 4). In Sec. III the amplitudes have 
been determined and are related to the reflection coef
ficient of the inverse scattering problem associated 
with (1.1). 

As a final remark, we point out that small amplitude 
Similarity solutions to (4.20)-(4.21) also exist in the 
range X /T« - 1. It may readily be verified that 

x y ~ +-, A ~ 0, 
t 

1 ( )-m B ~ - x all m > 0, 
t1/ 2 -t-

(4.34) 

satisfies (4.20)-(4.22) to leading order. These solutions 
agree with the asymptotic solution of the Gel'fand
Levitan equation for x/t« - 1 given by (1.16) since 
b1(-I(1/12)(-x/t)) must decay as (_x/ttn. 

CONCLUDING REMARKS 

Specifically we have shown when no solitons are present 
the long-time solution of the KdV equation consists of 
oscillations and exponential decay matched together by 
a solution of self-similar form. The basic ideas and 
results of our study allow us to form a relatively com
plete qualitative picture of the asymptotic solution even 
when solitons are present. Indeed the asymptotic pic
ture would essentially be the same as above after a 
time sufficiently long for the solitons to form, interact, 
and completely emerge from the initial state after which 
time they would propagate to the right in the exponen
tially small regime. Formulas [(1.14)-(1.16)] will have 
the same structure. 

It is remarkable that the asymptotic behavior of the 
solution takes on a form comprised of the Simpler in
gredients of evolution equations. SpeCifically, permanent 
waves, Similarity solutions, rapid oscillation, and expo
nential (linear) decay. While it has been already seen 
how the permanent solitary waves fit into the KdV theory, 
we now can also see the central role the similarity solu
tion plays in the overall picture. At this time a pragma
tic (and optimistic) approach to solving nonlinear equa
tions of evolution might be based upon a strategy of 
finding, understanding, and piecing together these special 
components. 
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A geometrical version of Hooke's law for prestressed materials is established using techniques 
suggested by general relativistic elasticity theory. The concept of dragged (D) tensor fieJds is used to 
present a simple coordinate independent form of Hook's law for prestressed materials: pij = D pij 

+ Cijkl TIki. where pij is the initial stress, Cijkl are the second order elastic coefficients, and TIki is 
the strain. The effects of initial stresses on Hooke's law have recently been given empirical 
significance by Wallace and the work here agrees with and simplifies his formalism. The elastic 
behavior of neutron stars, which requires a general relativistic treatment, is a case in which large 
prestresses of the type considered here are as important as the elastic modulii themselves. The 
version of Hooke's law developed here is the classical limit of the general relativistic theory of stellar 
elasticity. A simple derivation of the seismic response of a Newtonian self-gravitating body to elastic 
perturbations is presented. 

1. INTRODUCTION 
The importance of the methods of tensor calculus to 
elasticity theory has not been a matter of great dispute 
since the publication of the classic books by Voigt and 
Brillouin. 1 The purpose of this paper is to pOint out 
some additional methods of differential geometry which 
are essential in the treatment of general relativistic 
elastic systems. These methods are the use of dragged 
tensor fields 2,3 and their infinitesimal counterparts, the 
Lie derivative of tensor fields. From the historical view 
of differential geometry, they are not modern methods, 
although they do playa central role in the modern theory. 
The use of these methods leads to an attractive concep
tual simplification of the formulation of Hooke's law for 
prestressed materials in Newtonian physics. The con
sequences of initial stresses become empirically im
portant when the stresses are comparable to the elastic 
moduli, as in the interior of the earth. In addition, ini
tial stresses are empirically important for understand
ing the stress dependence of various ultrasonic pheno
mena. 4 

AstrophysiCS has provided the consumate example of 
prestressed elastic material. Both the cores and crusts 
of neutron stars are thought to be in elastic states. The 
self-gravitation of a neutron star provides an enormous 
initial stress comparable to the elastic modulii. The 
relativistic elasticity theory 5-9 of such systems has as 
its classical limit the Hooke's law presented here. 
The language and notation used in this paper is that of 
field theorists and relativists rather than classical 
elasticity theorists and, in particular, is common to 
papers 5 - 9 on general relativistic elasticity theory and 
general relativistic hydrodynamics. 
We base our presentation on a knowledge of tensor cal
culus at the level of Brillouin's bookl,lO. A summary of 
the properties of dragging and of Lie differentiation is 
given in Sec. 2. Apart from a choice of symbols, our 
treatment is based upon those of Schouten2 and of Yano. 3 
We apply these techniques to give a geometrical formula
of the generalized Hooke's law in Sec. 3. In Sec. 4, we 
give an application to perturbations from elastic equili
brium such as small seismic disturbances 

2. GEOMETRICAL PRELIMINARIES 
We wish to give a geometrical description of the three
dimensional Euclidean space E3 of clasSical physics. 
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The space E 3 consists of a set of points {P} endowed 
with a three-dimensional Euclidean geometry. As is 
customary, we introduce a coordinate system X which 
associates with each point p a triple of numbers X

f
i 

(i = 1,2,3). When clarity is not sacrificed, we wi! 
delete the indices p and i. 

Tensor fields are represented in the coordinate system 
X by expressions 

Tij •. ·kl ••• (x). 

In accordance with the kernel-index notation,2,3 the 
kernel symbol T specifies the tensor field and the in
dices i, j, k, I, ... refer to its representation in the co
ordinate system X. In particular, the Euclidean geo
metry of E3 is described by the metric tensor gi .(x). In 
a Cartesian coordinate system, the EUClidean metric 
assumes the standard values ()ij' However, the use of 
tensor calculus makes it equally easy to work in an 
arbitrary coordinate system. We need only replace 
partial derivatives by covariant derivatives when the 
two are not equivalent. We denote partial differentiation 
by a comma and covariant differentiation by a semicolon. 

Coordinate transformations reflect the various ways we 
may associate points with triples of numbers. Under a 
transformation from a system X to a system X', the 
coordinates of the point p transform according to 

X/~= X,i(xi), 

where the functions X'i(X) have nonvanishing Jacobian. 
Coordinate transformations are passive in the sense that 
they do not involve transformations of the spatial points 
p but only a formal relabeling of the coordinates of p. 
Under coordinate transformations tensor fields trans
form according to the example 

In accordance with the kernel-index notation, the kernel 
symbol T remains unchanged since it refers to the same 
tensor field and only the indices are primed to indicate 
that the representation of the tensor field is being given 
in the X' system. A slight awkwardness of notation 
occurs for scalar fields. We have 

Copyright © 1973 by the American Institute of Physics 1285 
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all terms being equal to the value of the scalar field cP 
at the point p. Here the prime following cP does not imply 
a change in the kernel symbol cP but indicates a different 
functional representation of cP in the X' system. 

More important to the description of elastic deforma
tions is the group of active transformations {D} which 
map spatial points p into new spatial points Dp. There 
is a one-to-one correspondence between active point 
transformations and passive coordinate transformations. 
This correspondence has the potential for causing a 
great deal of cOnfusion. To avoid such confusion, we will 
henceforth consider only active point transformations. 

The transformation D drags the point p with coordinates 
xpnto the point Dp with coordinates xiJp. There is a 
natural way in which such a map drags a tensor field 

Tij .. ·kl .•• (x) 

into a new tensor fieldll 

DTij .. ·k/. •• (x). 

To formulate this, let us first consider scalar fields. 

We define the dragged scalar field Dcp by the conditions 

or equivalently 

In accordance with the kernel-index notation, the scalar 
field Dcp differs from the original scalar field cp (except 
in special cases such as when cP is a constant). In terms 
of the inverse map D-l we have 

(2.1) 

To define the dragging of a covariant vector field, we 
use the fact that it may be written in the form 

T j =fCP,i + gl/I,i + hT,i' 

where f,g,h, cP, 1/1, and Tare scalarfields. We then define 

DTi = Df(DCP),i + Dg(D1/I),i + Dh(DT),i' (2.2) 

The rule for dragging contravariant vector fields follows 
from demanding the scalar relations 

(2.3) 

for arbitrary T i' The rule for dragging a general ten
sor field then follows by building it up as sums and 
products of vector fields. For example, if 

then 

(2.4) 

To formulate the concept of Lie differentiation, consider 
the one parameter family of transformations DE which 
map the point p with coordinates x~ into the point D. P 
with coordinates 

x~ p =x~ + E~j(Xp)' (2.5) 
• 

This maps each tensor field Tij .. ·k/. •• into a one 

J. Math. Phys., Vol. 14, No.9, September 1973 

parameter family of tensor fields D. Tij . .. kl • •• For 
each E the difference 

1),. Tij .. ·kl. •• = Tij .. ·kl ..• - D. Tij .. ·k/... (2.6) 

is again a tensor field. The Lie derivative is defined by 

£ Tij. . . = lim ell), Tij... . 
t k/. • • • kl . •• 

..... 0 
(2.7) 

For scalar fields, we have from Eq. (2.1) 

.12cp = lim el[cp(x)] - D. CP(x)] = lim e l [cp(x) - CP(x - E~)], 
to e;-.O €--i>O 

so that 

(2.8) 

Similarly, for covariant vector fields we have 

£T. = T. V+ T.~j .. 
.' ':J J, • 

(2.9) 

and for contravariant vector fields, 

(2.10) 

For tensor fields, the following rules apply: 

(2.11) 

and 

(2. 12) 

Nowhere in the above discussion of dragging and Lie 
differentiation have any metrical properties been used, 
and it should be emphasized that these two concepts 
are metric independent. However, when a symmetric 
metric is introduced such as the Euclidean metric of 
E 3, it is easy to check that covariant differentiation and 
partial differentiation are equivalent in Eqs. (2. 8)-(2.12). 
For further details see Chap. 1 of Ref. 3. 

3. HOOKE'S LAW 

We consider finite deformations of an elastic body for 
which the third and higher order elastic coeffiCients 
vanish. In the absence of initial stresses, Hooke's law 
states that the stress tensor IHj and the strain tensor 
'TIij are connected by a linear relationship 

(3.1 ) 

Here the tensor Cijkl describes the second order elastic 
coeffiCients appropriate to the deformation, i.e., adia
batic or isothermal. They possess the Voigt symmetry 

Cijkl = Cklij = C(kl)ij, 

where the parentheses denote symmetrization: 

Our goal is to extend Eq. (3.1) to include effects of 
initial stresses. Proceeding by means of geometrical 
arguments, we begin by discussing the geometrical 
significance of the strain tensor. 

A. Strain 

The Euclidean metric gil determines the distance 
between material pOints in an elastic body. For neigh-
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boring points P1 and P2 with infinitesimal separation 
vector 

we have the standard formula 

ds 2(PUP2) = gij(XP1)dxi(P1)dxj(P1)· 

Since we are dealing with infinitesimals, it does not 
matter whether we evaluate g . . at P1 or at P2 • Under a 
deformation D, the material p~int at the spatial point P 
moves to the spatial point Dp. The infinitesimal separa
tion vector dx i (P1) is dragged along into the separation 
vector at DP 1 given by 

~ 

The resulting distance between neighboring material 
points originally at P1 and P2 is then given by 

ds 2(DPl>DP2)1 P = D-1gij (X P )dx i(P1)dx j(P1)· (3.2) 
1 1 

To evaluate Eq. (3. 2) at the point P1 , we apply scalar 
relations analogous to Eq. (2. 3). This becomes trans
parent upon rewriting Eq. (3. 2) as 

ds 2(DP1 ,DP2) = DD-1gij(XDP1)Ddxi(DP1)Ddxj(DP1)· 

Thus 

ds2 (DP 1,DP2)l p =D-1gij (X P )dX i (P1)dxj(P1)· 
1 1 

In elasticity theory, the strain tensor corresponding to 
the finite deformation D is conventionally defined12 by 

ds 2(DP1,DP2)l p - ds 2(P 1,P2) = 2T/ij(XP1)dxi(P1)dxj(Pl). 
1 (3.3) 

Consequently, we find from Eq. (3. 3) that the strain 
matrix is given by 

The subgroup of point transformations {G} C {D} for 
which 

(3.4) 

plays a specially important role in classical physics. It 
is called the Euclidean group. If we do not consider 
reflections, it is well known that the Euclidean group 
consists of combinations of rigid rotations and trans
lations. These are precisely the transformations under 
which the physical properties of a system isolated from 
external forces are invariant. Consistent with this in
variance principle, we see from Eqs. (3. 3) and (3.4) that 
there is no strain associated with Euclidean transforma
tions, 

(3.5) 

In defining the strain tensor, Eq. (3. 3) we might equally 
well have proceeded on a priori grounds to define a 
tensor T ij by the prescription 

ds 2(P 1,P2 ) - ds2(D-1P1,D-1P2)lpl 

= 2T ij (x Pl)dx i(P 1)dx j(P 1). (3.6) 

We will refer to T ij as the stretch tensor associated 
with D. Analogous to Eq. (3. 4), we have 
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(3.7) 

In some respects, the stretch tensor is more natural to 
the formulation of Hooke's law than the strain tensor. 
This will be discussed below. 

We now consider the case of small deformations, des
cribing these by 

(3.8) 

We consider only terms of first order in the vector field 
~i. Equation (3.8) is equivalent to Eq. (2. 5) for the case 
E = 1. From the discussion below Eq. (2.5) it follows 
that for an arbitrary tensor field we can write 

DTij . .. kl • •• = Tij . .. kl. •• - f Tij . .. kl. . . (3.9) 

and 

D-1Tij . . ·kl . .• = Tij. . . + .f.Tij . .. kl • 
kl. • • t •.. 

(3.10) 

Applying this to Eq. (3.4), we find for the strain tensor 

2T/ij = .f.gij . 
t 

Similarly, Eq. (3. 7) gives for the stretch tensor 

2Tij = fgij· 

(3.11) 

Hence in the limit of small deformations the strain ten
sor and stretch tensor are equivalent. Using the fact 
that the covariant derivative of the metric tensor van
ishes, we see that Eq. (2. 12) implies 

.f.g .. = 2~('.J.) 
t 'J " 

(3.12) 

so that 

(3.13) 

The conditions for infinitesimal Euclidean transforma
tions become 

(3.14) 

B. Stress 

The equation of motion for an element of a material 
body is 

pa i =Fi. (3.15) 

Here p is the mass density, a i is the local acceleration 
of a material point in the body, and Fi is the force per 
unit volume. All internal interactions may be described 
by a stress tensor pij so that 

Fi = pij jj + Bi, (3.16) 

where the Bi are the external body forces. The equili
brium conditions for a nonrotating body become 

pa i = Fi = Pi j jj +Bi = O. (3.17) 

Here p is a scalar field and pij is a tensor field. Note 
that it is also common in elasticity theory to work with 
the scalar density g1/2p and the tensor density 

Tij = g1/2pij, (3.18) 

where g is the determinant of the metric. 1 0 
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Now consider an isolated body in equilibrium which 
satisfies Eq. (3.17). (We will consider only the case 
Bi = 0 here. See Sec. 4 below for an example of non
zero Bi.) After the body undergoes a deformation D,Eq. 
(3.17) will in general no longer hold for the resulting 
force field Fi and the resulting stress field Pi1. How
ever, if D is restricted to the subgroup of Euclidean 
transformations {C}, then the principle of Euclidean 
invariance demands that the stress field be dragged 
along, Le., 

Pij(X) == Cpij(X). (3.19) 

This simply states that the stress field is translated and 
rotated along with the body. Under Euclidean transforma
tions the metric satisfies Eq. (3. 5) so that covariant 
differentiation commutes with the dragging operation. 
Hence the resulting force field still vanishes, i.e., 

Fi ::= pij .. ::= (Cpij) . . ::= C(pii . . ) ::= CFi ::= O. 
,J ,J ,J 

C. Stress and strain 

We are now ready to formulate the generalized Hooke's 
law relating the stresses and strains in a prestressed 
material. Two criteria must be satisfied: 

(0 When there are no initial stresses, the law must 
reduce to the usual form Eq. (3.1). 

(ii) When the deformation corresponds to a Euclidean 
transformation (no strain) in some small region of the 
body, the law must reduce to Eq. (3. 19) in that region. 

For an arbitrary finite deformation, the most direct 
generalization is ' 

(3.20) 

For a realistic body, there will of course be additional 
terms in the stress-strain relation associated with 
third and higher order elastic coefficients. By using 
Eq. (3.4) to describe the strain matrix, Eq. (3. 20) 
becomes 

(3.21) 

This form suggests the alternative generalization of 
Hooke's law 

(3.22) 

which corresponds to substituting the stretch tensor for 
the strain tensor in Eq. (3. 20). The virtue of Eq. (3. 22) 
is that, to determine the stress at the point p in the de
formed state, knowledge of the background stress and 
metric is needed only at D-lp. On the other hand, Eq. 
(3.21) depends upon the background stress at D-lp and 
the metric at Dp. The choice between the two possibili
ties Eq. (3.21) or (3.22), should be decided by which 
leads to the simpler properties for the higher order 
elastic coefficients. 4 We will not pursue this matter 
further here. In the following, we restrict our attention 
to small deformations for which the strain and stretch 
tensors are equal so that Eqs. (3. 21) and (3.22) are 
equivalent. 

We return to the description of small deformations given 
in Eq. (3. 8). From Eq. (3. 9) we have 

Dpij = pij _ £Pij, 
t 

and from Eq. (3.11) 
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1/ .. = !£gij' IJ t 

Hooke's law, Eq. (3. 20), then takes the form 

Pi} == Pi} - £pi} + !Ci}kl£gkl' 
t t 

(3.23) 

Note that careful distinction between the contravariant 
and covariant stress tensors is important here. We 
have3 

USing this to lower the indices in Eq. (3. 23), we find 

Pij == Pi} - fPij + [%Ci/l + 20(/Pj)I]fgkl '} 

We can write out the Lie derivatives in Eq. (3.23) by 
means of Eqs. (2.11) and (3.12). Hooke's law for small 
deformations then becomes 

'k t . C' 'klt + PJ "';k + IJ "(k;l)' (3.24) 

Wallace4 works with the stress tensor density defined 
in Eq. (3.18). He finds 

where Xi = xi + ~i. This implies 

Tij(x) = T i 1(x) - Tij k~k + Tik~i k + Tjk~i k , , , 

We now use the relations 

Ti} = gl/2pii, Ti} = gl/2pi}, 

and the density property of the metric determinant 

g-1/2 == I aXil gl/2 = (1 - ~i .)gl/2, 
ax} " 

to obtain 

Here the partial derivatives may be replaced by co
variant derivatives [see the discussion following Eq. 
(2.12)). Hence we arrive back at Eq. (3. 24) and thus 
establish agreement with the work of Wallace. 

4. ELASTIC PERTURBATIONS 

A. The general perturbation equation 

We now use the preceding analysiS to treat small per
turbations of an elastic system about its equilibrium 
state. According to Eq. (3.17), the equilibrium configura
tion satisfies 

pai ::= pi j ;} + Bi = 0, (4.1) 

provided we neglect effects of rotation. The perturba-
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tion is described by the time dependent deformation 
Dp 

and only terms of first order in the deformation are 
kept. The coordinates of the deformation are in a frame 
attached to the center of mass of the system and the 
motion of the center of mass is considered to be of 
order ~2 (thus excluding large motions of the whole 
system). We have 

. ". a2~i 
til::;;~' ::;;--, 

a f2 
(4.3) 

where a "bar" is used to denote quantities in the de
formed state. The equation of motion becomes 

(4.4) 

Here 

(4.5) 

where the first correction term is due to displacement 
of the material and the second is due to expansion of the 
material. The elastic stresses Pij - pij are given by 
Eq. (3. 24). More specific information concerning the 
nature of the body forces is necessary to determine 
Bi (an explicit case is treated below). Collecting these 
results, we expand the equation of motion (4.4) about the 
equilibrium condition (4.1) to obtain the perturbation 
equation. 

p~i::;; [Cijkl~(k;l)l;j + 2pk(i~j) ;kj 

+Bi'kP-~i'kBk+Bi_Bi. (4.6) , , 

In the absence of body forces, the perturbation equation 
can be rewritten as 

p~i::;; [Cijkl~(k;nl;j + pik~j ;jk 

+ 2Pjk~(i;k)j _Pjk~(k;j)i. (4.7) 

In this form it is clear that if the strain vanishes then 
the acceleration vanishes! If we additionally assume 
that the background stress is simply hydrostatic, 

pij =: _ Pgij, (4.8) 

then Eq. (4. 7) simplifies to the form 

(4.9) 

B. Self-gravitating body forces 

Now, as an explicit example, we consider the case of a 
self-gravitating body such as the earth. The graVitation
al forces can be described as body forces by means of 
the gravitational potention cp, 

Bi =: _ pCp;i, 

where cp satisfies the Poisson equation and 
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If the perturbations are restricted to those whose 
characteristic wavelength is small compared to the 
radius of the body, then the approximation 

is quite good, By using Eq. (4. 5), the perturbation equa
tion (4.6) becomes 

p~i= [Cijkl~k'l]" + 2Pk(j~j)'k' , ,) , ) 

Note, for regions in the body undergoing no strain Eq. 
(4.10) becomes 

which corresponds to a small Euclidean displacement 
of the region with respect to the net mass distribution.] 

To further simplify our considerations, we take our 
self -graVitating body to be homogeneous, isotropic, and 
hydrostatically supported. Thus 

p;i =: _ pCp;i, (4.11) 

where P is defined in Eq. (4. 8). For an isotropic body, 
there are only two independent elastic modulii, the Lame 
parameters, which will be constant for our homogeneous 
model: 

Cijkl =: >..gijgkl + 2JlgiCkglli, (4.12) 

Combining the physical conditions (4.11) and (4.12) with 
the perturbation equation (4.10), we find 

(4.13) 

where 6 =: ~i 'j is the volume expansion. The compres
sional and shear waves in the elastic body are obtained 
by taking the divergence and curl of Eq. (4.13). The 
compression wave equation is 

p6 =: (X + 2/-1- 2P)V 2e + 41TGp2e - P. i (36;i + V2~i) , 
(4.14) 

and the shear wave equation is 

p(~[i;k]) =: (/-1- P)V2Wi;kJ) - V2~[i p;kJ 

- p;j~[j;/J - (p~j);[kcp;i]j' (4.15) 

wher.e ~[i;k] ::;; t (~i;k - ~k;i), and Eikl the Levi-Civita 
denSIty should be contracted into the entire equation. 

For the lower mantle of the earth (1000-3000 km. below 
the surface) the elastic modulii X and /-I and the hydro
static pressure P all have the same order of magnitude13 

(~ 1012 dynes/cm2 ). It is clear from the wave equations 
above that in this region the velocity of the waves and 
their dispersion are direct functions of the gravitational 
stresses. 
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In addition to geophysical applications there are astro
physical consequences of gravitationally stressed elastic 
media. For instance, if neutron star cores are in elastic 
states, they would manifest general relativistic elasticity 
in which the velocity of sound waves is comparable to 
the velocity of light. A general relativistic treatment of 
elastic bodies with a classical limit giving Hooke's law 
as presented here appears elsewhere. 9 
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Simple and straightforward procedures are developed for deriving complete large coupling expan
sions for the wavefunctions, eigenenergies, and Regge trajectories of the generalized Yukawa 
potential. The procedures may easily be applied to similar problems. 

1. INTRODUCTION 

Large coupling solutions to various problems arising 
in particle physics have attracted considerable interest 
recently, particularly in view of the now almost classi
cal desire to understand strong interactions in terms of 
purely field-theoretic formulations. It is well known that 
attempts in this direction are severely handicapped by 
the fact that the relevant coupling parameter is a factor 
of about 1000 larger than the fine structure constant of 
quantum electrodynamics. Since many expansions of 
physically relevant quantities studied presently are 
asymptotic in nature (e.g., high energy expansions), there 
seems to be no plausible reason for ignoring asymptotic 
large coupling solutions. In fact, some time ago it has 
been emphasized by Dingle 1 that it is precisely the 
physicist's approach to a problem which will commonly 
lead to asymptotic rather than convergent expansions. 
Field-theoretical models for large coupling constants 
are scarce (one such example was studied by Schiff2) 
except in the form of the Bethe-Salpeter equation. 
Large coupling solutions of the Bethe-Salpeter equation 
of scalar ¢3 theory have recently been studied by Cheng 
and Wu3; in the frame of a quark model they have been 
studied by Bohm, Joos, and Krammer.4 Large coupling 
solutions of the Bethe-Salpeter equation of the Wick
Cutkosky model have been derived by one of us. 5 

Although the ultimate aim of phYSiCists is a fully 
relativistic particle theory, considerable insight has 
always been drawn from simpler, nonrelativistic poten
tial models, for which complete-or almost complete
solutions can be obtained. Moreover, these nonrelativis
tic models are directly applicable in nuclear or atomic 
physics and so justify separate investigation in their 
own right, apart from purely mathematical interest. 
Nonrelativistic wave equations for large coupling con
stants of the potential have been studied by several 
authors. Cheng and Wu6 calculated the approximate 
behavior of Regge trajectories for the Yukawa potential. 
Extensive investigations of the energy eigenvalues for 
the Yukawa potential were carried out by Iafrate and 
Mendelsohn 7 (see also Zauderer8 ). The basic large 
coupling expansion obtained by these authors for the 
energy eigenvalues [Eq. (61) of Ref. 7(a)] is identical 
with an expansion obtained previously by one of US 9,10 
[Eq. (25) of Ref. 9 or (131) of Ref. 10] by inverting a high 
energy asymptotic expansion of the Regge trajectories. 11 

Other cases for which large coupling solutions have 
been derived are the Gauss potential 12 and its gene
ralized form.13 

In the present note we extend previous investigations 
of the Yukawa potential9- 11• 15 to the case of large 
coupling constants. In particular we use a perturbation 
procedure which we have been using in our previous and 
numerous other investigations. 16 In Sec. 2 we derive 
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the large coupling expansion of the energy eigenvalues 
for a generalized Yukawa potential. The approach is 
simpler and more general than that of Iafrate and 
Mendelsohn.7 In Sec. 3 we derive large coupling expan
sions for the Regge trajectories. In either case the 
solutions are obtained in the form of complete asymp
totic expansions (as distinguished from asymptotic 
approximations). Finally, in Sec. 4, we give a brief dis
cussion of our results. 

2. EIGENENERGIES 

We consider the radial Schrodinger equation in the 
form used by Iafrate and Mendelsohn,7 

with a generalized central field potential of the form 

Z 00 

V(r) = - - B(>..r), B(>..r) == 6 B. (>..r)j, 
r j=O ) 

Here Ii == c = 1; the reduced mass is also taken equal 
to 1, whereas in all our previous investigations9-12.15 
it was taken equal to i. In the limit>.. -> 0, V reduces 
to the Coulomb potential, i.e., for E < 0 we have 

E/Z2 = - 1/2n2 + E~, E == >../Z, 

where the principal quantum number n = N + 1 + 1, 
N == 0, 1, 2, .. '. Changing the independent variable of 
the radial wave equation to y, where 

r = (n/2Z)y, 

and setting 1/I(Y) == e-Y/ 2 y 1u(y),we obtain the equation 

Dau(y) == [wy + n t~ €.tBt (n~rJ u(y), 

where 

D ==y~+(b-y).!!..-a, 
a ¢y2 dy 

(1) 

(2) 

QI = in2(B1 - ~), a =-N, b == 21 + 2. (3) 

We observe that to order zero in €. we have 

u == u(O) == <I>(a,b;y) == <I>(a), (4) 

where <I> is a confluent hypergeometric function which 
becomes a normalizable polynomial if its expansion is 
broken off after a finite number of terms, i.e., when 
a == - N (the case of the Coulomb potential). In solving 
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(2) by our perturbation procedure, we use the recur
rence relation of the confluent hypergeometric functions. 
This may be written 

ycfJ(a) = (a,a + l)cfJ(a + 1) + (a, a) cfJ(a} + (a,a-1)cfJ(a-1), 

where 

(a, a + 1) = a = l + 1 - n, 

(a, a) = b - 2a = 2n, 

(a, a - 1) = a - b = -I - 1 - n. 

By repeated application of (5) we obtain 
-m 

(5) 

(6) 

ym cfJ(a) = 2:; Sm(a,j)cfJ(a + j). (7) 
j=m 

The coefficients Sm satisfy the following recurrence 
relation: 

Sm(a, r) = Sm-1 (a, r - 1) . (a + r - 1, a + r) 

+ Sm_1(a,r)'(a +r,a +r) 

+ Sm-1 (a, r + 1)· (a + r + 1, a + r) (8) 

with So(a, 0) = 1, all So(a, i '" 0) = 0, and Sm(a,r) = 0 
for Irl > m. Thus the first approximation of u, i.e., (4), 
leaves uncompensated 

R(O)(a) == [€oY + n t~ E
t Bt (7Y]cfJ(a) 

00 i 

= 2:; Ei 2:; [a,a + jlicfJ(a + j}, 
i=l j=-i 

where 

[a,a + 1h = aa, 

[a, a]l = a(b - 2a), 

[a,a -lh = a(a - b), 

and for i > 1 

[a,a + j]; = n(n/2)iBA (a,j). 

We now observe that 

Da+j = Da - j and so Da cfJ(a + j) = jcfJ(a + j). 

Thus a term IJ.cfJ(a + j) in R(O)(a) may be removed by 
adding to u(O) the contribution IJ.cfJ(a + j)/j except, of 
course, when j = O. Hence to 0(1) in E we have 

(9) 

(10) 

00 ; [a a + j]. 
u = u(O) + u(1), u(1) = 2:; E' 2:; '. ' cfJ(a + j) (11) 

i=l j=-i J 

together with 
j;<o 

(12) 

Since u(O) = cfJ (a) leaves uncompensated R(O)(a), we find 
that u( 1) leaves uncompensated 

ao i [a a + j]. 
R(l)(a) = 2:; Ei 2:; '. ' R(O)(a + j). 

;=1 j=-i J 
j"'O 

Proceeding as before we now have to 0(2) in E 

u = u(O) + u(l) + u(2) 

(2)-
~ ,. ~ [a,a +jL~ ~ 

u -LJE LJ . LJ E i ' LJ 
i=l j=-i J ;'=1 j'=-;' 

j~ ~j'~ 

XcfJ(a+j+j') 
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[a +j,a +j +j'l;, 
j + j' 

(13) 

together with 

[a,a +j); ao., . ) . 2:; E' [a + J, a] i' cfJ (a). 
J i'=l 

(14) 
Still higher contributions are readily obtained in a simi
lar way. At first sight our expressions may look com
plicated, but once it is realized that the coefficients have 
been constructed so that they can be obtained by simple 
considerations in terms of "steps" from a to a + j and 
from there back to a, they may be obtained almost 
directly from (9) and (10). The solution u may there
fore be written 

ao i 

u(y) = cfJ(a) + 2:; Ei 2:; Pi(a,j)cfJ(a + j), (15) 
i=l j=-i 

j;<O 
where 

[a,a±l]l 
P 1 (a,± 1) = ±1 ' 

[a,a ± 2b [a,a ± 111 [a ± 1,a ± 2]1 
P 2 (a, ± 2) = ± 2 + ± 1 . ± 2 ' 

and so on. In fact a recursion relation for the pIS can 
be written down. 15 The equation from which t. and 
hence the eigenvalues may be determined-i.e., (12) to 
0(1), (14) to 0(2)-is readily seen to be 

2( [a,a+1h 
0= E[a,ah + E [a,ah + 1 [a + 1,a]1 

[a,a- 111 ) 
+ -1 [a-1,ah 

( 
[a,a+lb 

+ E3 [a,ah + 1 [a + 1,al 1 

[a,a + 1h [a,a -112 
+ 1 [a+1,ab+ -1 [a-1,ah 

[a, a - 1]1 
+ -1 [a-1,ab 

[a,a + 1]1 [a + 1,a + 1]1 
+ 1 1 [a + 1,ah 

[a,a-1]1 [a-1,a-l]1 
+ -=----~1-.::.. -1 [a - 1, a] 1) + .... (16) 

In view of the widespread applicability of our pro
cedure we describe briefly a simple method for writing 
down the various terms contributing to the coefficient 
of any power of E in the expansion (16). As an example 
we consider the coefficient of E4. We call [a, a + j); a 
"step" of order i from a to a + j. In going from a back 
to a in various steps so that the sum of the orders of 
the steps in one cycle from a back to a is 4, we have
clearly-only one cycle consisting of one step, i.e., 
[a, a ]4' which we write (4)1, the superscript indicating 
the number of cycles. A cycle consisting of a step of 
order 1 followed by a step of order 3 is written (1,3). 
Thus in order to ensure that no terms are missed out, 
it is best to write down first the various combinations 
of steps contributing; thereafter it is easy to count the 
number of cycles arising from each combination. In the 
example under discussion we have altogether the follow
ing contributions: 

(4)1 

+ (3, 1)2 + (2,2}4 + (1, 3)2 

+ (2, 1, 1)4 + (1, 2,1)4 + (1, 1,2)4 

+ (1,1,1,1)4. 
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Hence we have altogether 25 terms. The following 
example illustrates our procedure: 

[a,a + Ih [a + 1,a + Ih [ 
(1,2,1)4= 1 1 a+l,a]l 

[a,a -1]1 [a -l,a -lh 
+ -1 -1 [a-l,ah 

[a, a + Ih [a + 1, a - Ih 
+ 1 -1 [a-1,a]1 

[a,a-l]l [a-l,a + 1]2 
+ -1 1 [a+1,a]1' 

Evaluating in (16) terms up to and including the power 
e:4, calculating Do. and substituting into (1), we obtain 

~ = __ 1_ + B e: + e:2 B2 (-x + 3n2) 
Z2 2n2 1 2 

n 2 
+ e: 3 -B3(-3x + 5n 2 + 1) 

2 

+ e:4n 2 [B4 ·{3x2 - 6x(5n2 + 1) + 5n 2(7n 2 + 5n] 
8 + B~ . {3x 2 - n 2 (7n 2 - 5)} 

+ O(e: 5), (17) 

where x = l(l + 1) and n = N + 1 + 1, N = 0, 1,2, .... 
If B(xr) = exp(-X'Y), the expansion (17) reduces to the 
result obtained by Iafrate and Mendelsohn.7 We remark 
finally that the solution (15) is valid in the domain 
r < O(l/Z). 

3. REGGE TRAJECTORIES 

For our present purposes it is convenient to use the 
radial wave equation in the following form (1'£ = c = 
reduced mass = 1): 

_! d2
(rtjl) + [l(l + 1) + V(r) - EJ (rtjl) = 0 

2 ~2 ~2 ' 

where for bound states E < O. It is easiest to consider 
a pure Yukawa potential instead of the generalized 
potential used above: 

V(r) = - (Z/r) e- AT • 

Setting 
r = eZ, rtjl = cpe z/2, 

we obtain 

(£ + 2Ee2z - (1 + t)2 + 2Ze z exp(-xez») cp = O. 
dz 2 (18) 

Thus the solution for the Coulomb potential (x = 0) at 
energy zero is related to that for an S-wave exponential 
potential at energy - t (1 + t)2 . 

We first derive the approximate asymptotic behavior 
of l-{)r rather (l + ~)2-for large values of Z. We do 
this as in the case of the Mathieu equation 16 by locating 
the minimum of the function v defined by 

v (z) = - 2Ee2 Z - 2Ze z exp(-Ae z ). (19) 

Differentiating v, we have at the pOSition z = Zo of the 
minimum 
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where the superscript (i) of v indicates the ith deriva
tive with respect to z. Solving for Zo we have 

Zo = - InX + In[1 + 2Ee
zo 

, J. 
Z exp(-Ae 0) 

For large Z and sufficiently small values of E we may 
expand the second logarithm and obtain 

Zo = -lnX + :~ [1 + :~e + 0 1 (~Yn (20) 

or 
ro = e'o "" 1/X. 

We now expand v(z) in the neighborhood of zo' Le., we 
write 

() (z) ~ (z - ZO)i (i)( ) 
v Z = v 0 + L.J . , V zo' 

i=2 1. 

Here 

and 

2Z 
v(zo) =--

Xe (1 + eE) _ ~ (2E)3 + 0(J...) 
XZ XZ2 A Z3 

V(2)(Z ) = 2Z [1 - 4eE] + o(---L) . 
o Xe AZ z2 

(21) 

(22) 

Thus in the neighborhood of Zo we may approximate the 
radial wave equation by 

-- (l + t)2 -v(z ) - 0 v(2)(z) cp = O. (23) 
( 

d2 (z - Z )2 ) 

dz 2 0 2! 0 

The behavior of the "eigenvalues" (l + 1)2 may now be 
determined by comparing (23) with the equation of para
bolic cylinder functions. We set 

z - Zo = x/h, h = [2v(2)(zO)]1!4 

and obtain 

(~ _ (l + t)2 + v(zo) _ ~x2) cp = O. 
dx 2 h 2 4 

It follows that 

where q is exactly an odd integer if the wavefunction 

(24) 

is required to vanish exponentially at infinity; otherwise 
q is only approximately an odd integer, and its deviation 
from an odd integer can (in principle) be calculated in 
the form of an asymptotic expansion. By setting 

(25) 

where Do. defines the remainder, the entire original wave 
equation becomes 

(26) 

with 

_ d2 1 
D =-2--q + "2X2. 

q dx 2 

Equation (26) is now in a form suitable for application 
of our perturbation method. To a first approximation 
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¢ = ¢(O) is simply a parabolic cylinder function 

¢(O) = ¢q = D(q_1 )/2 (x), 

This function is well known to possess the recurrence 
formula 

X¢q = (q,q + 2)¢q+2 + (q,q - 2)¢q-2' 

where 

(q,q+2)=1 } 

(q,q - 2) = i(q - 1) . 

For higher powers we have 

(27) 

and a recurrence relation may easily be written down 
for the coefficients S. The first approximation then 
leaves uncompensated terms amounting to 

2 ( 6 00 v(i)(z ) -2 i ) 
Rf) = h2 h4 ¢q - .~ ----:---'h? . ~. Si(q,j)¢q+j , 

,=3 Z. ' 1=2, 

which we write as 

00 -2 i 

R(O)=..!~1. 6 [q,q+j);¢q+j' 
q h2 ;=3 hi j=2i 

where 

v(i)(ZO) 
[q,q]4 = 6 --.-,- S4(q,0), z. 

v(i)(z ) 
[q, q + j); = -~ Si(q,j), 2i ;;, j, 

for j '" 0 when i = 4. 

(28) 

Since Dq+j = Dq - j, Dq¢q+j = j¢q+j , a term J.L¢'l+j in 
R~O) may be removed by adding to ¢ (0) the contriJ:)Ution 
J.L¢q+/j except, of course, when j = O. Thus the next order 
contribution of ¢ becomes 

¢(l) =.!. E1. 15 [q,q + j); ¢ + .• 

h 2 ;= 3 h i j = 2 i j q J 

j"'O 

In its turn this contribution leaves uncompensated 

= (~,~ ~ 11 [q,q.+ j); f; ~ -~' 
h iJ;=3 h' j=2i J i'=3 h' j'=2i' 

j"O 

x [q + j, q + j + }'];, ¢q+j+j" 

Proceeding in this way we obtain the solution ¢ = 
¢(O) + ¢(1)+ ... valid for Ilnr-lnrol < 0(1/h) to
gether with an eigenvalue equation from which 6 may 
be determined. The latter is obtained by setting equal 
to zero the sum of the terms in ¢q in R~), R~1), ••• 
which have been unaccounted for so far. Thus 

2 00 1 
0=-2 6 -h· [q,q]i 

h ;=3 ' 

(
2)2 00 1 -2; 

+ - 6- 6 
h2 i=3 hi j=2i 

j"'O 

[q,q+j]; f) ~[q+j,q]; .. 
j i'=3 hi' (29) 
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In evaluating this expansion we recall that some of the 
coefficients [q, q] i are zero, as follows from the recur
rence relation of the functio,ns ¢q; e.g., [q, q]1 = [q, qb = 
fq,q]s = ... = O. Calculating 6 and substituting into 
(25), we find 

(l + i)2 = - v(zo) - iqh2 - ~(q2 + 1)v(4)(zo)j4!h4 

- iq(q2 + 5)v (S)(zo)/6 !h S + O(v (8)/h8). (30) 

This is an expansion in descending powers of 2 as may 
be seen by observing that 

v(i)(ZO) = 0(2) = 0(h4). 

Taking the square root, we obtain 

or 

1 = (22)1/2 (1 + eE)_.! 
Ae 2AZ 2 

- fJ... 21/2 [1 - ~ eEJ + o(.!.). (31) 
4 2 AZ Z 

More terms can readily be calculated when required. 

We mentioned earlier that q is an odd integer. This 
follows from the requirement of normalizability of the 
solutions rtJ; for E < 0, Le., 

100 
IrtJ;(r)1 2dr < CXi. 

o 
The solution we derived above-Le., rtJ; = r1/2 ¢, 
¢ = ¢q + O(l/h)-is valid only in a small region of the 
range of integration, i.e. near 

r 0 = (1/A)[1 + O(E/Z)]. 

At the margin of this domain the solution has to be 
matched (i.e., continued analytically) to branches valid 
in the outside domains-e.g., to the Jost solution behav
ing like exp(iEl/2r) for r ~ CXi. As in customary quan
tum mechanics considerations it may be seen that our 
solution possesses zeros in its domain of validity for 
Z ~ CXi (i.e., is periodic) provided q is an odd integer. 

Although we derived our solution for E < 0 it is clear 
that the Regge trajectories-obtained effectively as poles 
of the S matrix in the region of negative energies-must 
be valid for positive energies as well provided these 
energies are (as assumed) small in magnitude com
pared with Z. The imaginary part of the trajectories 
(which vanishes for Z ~ CXi) is too small to show up in 
the terms we have calculated. However, its existence 
for E> 0 may be seen by looking at h. Inserting the 
first approximation of v(2) we have 

Thus h 2 is complex, and l-which is a function of h 2-

develops an imaginary part for E > O. 

4. CONCLUDING REMARKS 

Our main objective here is to demonstrate that sim
ple and straightforward perturbation procedures may 
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be developed to obtain complete large coupling expan
sions of energy eigenvalues and Hegge trajectories for 
the Yukawa potential. In either case we derived one 
branch (valid in a restricted domain of r) of the solu
tion; in Sec. 2, for instance, the so-called regular solu
tion which is valid near r = O. A complete investigation 
of the high energy solutions15 and the example of the 
Gauss potentiaP2 allow us to assume that it is not diffi
cult to derive other branches such as the Jost solutions 
(and thence the S matrix and the large coupling expan
sion of the phase shift). There are also some related 
problems of general interest. We mention in particular: 
the calculation of Hegge trajectories of the Yukawa 
potential when E and Z are of comparable order of 
magnitude, and the calculation of Hegge trajectories of 
the Gauss and other related potentials. The large coup
ling expansion (31) of the Hegge trajectories for the 
Yukawa potential shows that for sufficiently large coup
ling constants the zero energy intercept may rise above 
1. In a physical theory this may be taken to imply an 
upper limit for the possible value of the coupling con
stant provided ()I (O) for the Pomeranchuk trajectory is 
less than or equal to 1. However, this restriction for 
the Pomeranchuk trajectory is unnecessary as has been 
pointed out by Cheng and Wu. 3 These authors conjec
ture that the correct way to extend Hegge theory to 
relativistic processes may be to define the Pomeran
chuk trajectory as the J-plane singularity of the poten-
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tial, rather than the scattering amplitude itself. From 
this point of view the Pomeranchuk trajectory is lo
cated at J > 1. It is interesting, therefore, to study large 
coupling solutions of more realistic models. 
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Erratum and Addendum: On the inverse problem for a 
hyperbolic dispersive partial differential equation. II 
[J. Math. Phys.14, 406 (1973)] 

V. H. Weston and R. J. Krueger 

Division of Mathematical Sciences, Purdue University, West Lafayette, Indiana 47907 
(Received 14 March 1973) 

The following hypothesis was omitted from the final 
theorem: "Assume N I , N2 , Nt, Ni are invariant sub
spaces under the operators in (3)." 

However, the results of that paper may be made stron
ger if we require that the solution of system (1) also 
satisfy, in a neighborhood of the end points, Eqs. (24b) 
and (25b) of Paper I, namely, 

21 - Il ~ t < 21 - Il + 0, 

j
21-1' 

o = S Jy , t)cf> (y )dy , - Il - 0 < t ~ - Il. 
I' 

(7) 

Taking the adjoint of (7) in conjunction with (3), we may 
again relate cf>, 1/.' to the solution of an initial-boundary 
value problem as was done in Lemma 2. In this case 
we do not require these functions to satisfy the addi
tional restrictions given in that lemma. ThiS corres
ponds to having an incident wave u ~ (8) which is dis
continuous at 8 = 21l - 21, s = 0, and a wave u~(s) 
discontinuous at s = 0,8 = 21l. As in Lemma 2, we can 
show that the solution of this initial-boundary value 
problem is zero for x = 0, 21 - 21l < t < 21 and x = I, 
1 < t < 31 - 21l. Now, from the theory of weak solutions, 
the discontinuities in the incident waves propagate 
according to an exponential law, and thus prevent us 

from concluding that u == 0 in the rectangle R described 
in Lemma 1. However, the adjoint of (7) will show that 
U~(8) = U~(8) = 0 for 8 = 21- 21l which implies that 
u! (8), U~(8) are continuous at 8 = O. We therefore ob
serve that, in R, u is a Riemann function for the ad
joint of the equation given in (2) and is required to 
vanish at x = t = 1 - Il. If the Riemann function does 
not vanish, there is no discontinuity in the incident 
waves. Applying the alternative theorem for compact 
operators, the following is obtained. 

Theorem: The only solution of systems (1) and (7) is 
the trivial solution if the Riemann function for the ad
joint to the partial differential equation, given in sys
tem (2), associated with the Riemann boundary conditions 
on the characteristics t = x + 21 - 21l, t = 21 - x, does 
not vanish at x = t = I - Il • 

The condition that the Riemann function vanish is a 
strong restriction. It can be shown using successive 
apprOximations that if the coefficients of the equation 
satisfy the relations ± A = B, B ~ 0, C? 0, then the 
Riemann function will not vanish at x = t = 1 - Il. For 
more general conditions on the coefficients there may 
exist values of Il for which the Riemann function will 
vanish at that point, and hence the solution is not 
unique. An example of this has been developed and will 
be published in future work. 

Erratum: Gauge Invariant Decompositon of Yang-Mills 
Potentials 
[J. Math. Phys. 13, 1704 (1972)] 

Richard P. Treat 

Department of Physics, West Virginia University, Morgantown, West Virginia 26506 
(Received 15 February 1972) 

Equation (3. 2) should read: 

Line 1, column 1, p.1705 should read: 

10 which are required .... 

Line 39, column 1, p. 1706 should read: 

1296 J. Math. Phys., Vol. 14, No.9, September 1973 

where it is required I 0 that .... 

Line 40, column 2, p. 1711 should read: 

a functional of b K •••• 

Equation (AlO), column 2, p.I713, should read: 

.~ xx.j' = 0 f/ Ix - X I I. 
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